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DUTCH SPEECH TECH DAY 2024

Uncovering bias in ASR systems

Evaluating the performance of Wav2vec2 and Whisper for Dutch speakers

The study evaluated two speech recognition systems, Wav2vec?2 and Whisper, for potential biases for Dutch speakers.
Results obtained by evaluating on the JASMIN corpus revealed biases against non-native speakers, children, and the elderly,

with (slightly) better performance for women. The study emphasizes the need for ASR systems to handle variations in speaking
in order to reach equal performance among all users.
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INTRODUCTION

The research builds on the approach used in [1] to
investigate potential bias in speech recognition systems.
We are interested in the potential quality-of-service harm
that comes with the more widespread use of ASRs, which
are increasingly used for downstream applications, such as
virtual assistants, automatic interview transcriptions and
automatic subtitling. Here we will evaluate and quantify bias
for two state-of-the-art ASR systems, namely Wav2vec?2 [2]
and Whisper [3].

METHODS

The foundation of the bias analysis is the Dutch speech corpus
JASMIN, which was used as a test set to evaluate Whisper and
Wav2vec2, measured with the WER. This test corpus contained
data for different age groups (children, teenagers, elderly),
regions (Dutch and Flemish) and non-native accents. The corpus
comprises two types of speech, read speech and human-machine
interaction (HMI) speech, used in the experimental evaluations.

To increase the reliability of our findings, we assess speech

RESULTS

The table below presents the results categorised by ASR system
and age group, with a breakdown for female and male speech,
read speech and HMI speech, and an average across both
genders. Whisper significantly outperformed Wav2vec2,
improving WER for both read and HMI speech. Compared to the
baseline results in [1], with WERs of 36.2 for read speech and
47.5 for HMI speech, both Wav2vec?2 and Whisper have made
substantial progress in enhancing the overall performance.

separately for reading and HMI (human-machine interaction) AgeGroup  ASR System _c2d speech HMI speech
speech and analyse differences in WER for different speaker ‘ M fAvgl F | M [iAvg
groups. In addition, we analyse phoneme-level error rates using a Child Kaldi [5] |34.8|35.7 /353 43.5 433 434
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Age Istance. $  Teenagers  Wav2vec2 104 114 109 164 193 17.8
‘2‘3 Whisper 78 81 80 129 138 133
5 Kaldi [5] 22.3 279 242 37.8 425 395
EVALUATION PIPELINE 5 Elderly Wav2vec2 9.8 129 109 246 265 252
Whisper 6.9 11.7 87 189 208 19.6
Kaldi [S] 244 28.1 26.1 384 41.7 39.8
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. Reqi Jongeren o | Children Wav2vec2 26.0 30.2 28.0 35.8 42.1 38.8
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100 J * L . gender The graphs show the top misrecognized phonemes for native children and teenagers, which are different phonemes per
© [I— group. While Wav2vec?2 performed slightly better than Whisper, the differences were not significant - a pattern that we also
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1 %& T T higher for the south of - 0.23 in the southern regions. The speech of native Dutch speakers
. the Netherlands, was much better recognised than that of non-native speakers,
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Whisper has a significant decrease in terms of WER across the
board compared to Wav2vec2. Similarly to previous research
[1], a substantial gap is reported between natives and non-
natives as well as each age group.

compared to the other
regions. A similar
discrepancy is
observed when testing
Wav2Vec?2.
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regardless of age. Additionally, regional accents seemed
stronger for older people than for children and teenagers, with
elderly participants in the southern region of the Netherlands
exhibiting lower performance. Acknowledging the biases and
limitations of ASR systems and striving for equitable, inclusive,
and accurate models is essential.
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