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Introduction






—
THIS DISSERTATION HAS ITS ORIGINS IN A PROJECT DEVELOPED DURING THE
DIGITAL METHODS SUMMER SCHOOL OF 2007, THE FIRST ANNUAL SUMMER
PROGRAM ON METHODS AND TOOLS FOR SOCIAL RESEARCH WITH THE WEB
AT THE UNIVERSITY OF AMSTERDAM, TITLED ‘NEW OBJECTS OF STUDY. One
week of the summer school was dedicated to ‘Controversy Mapping
- Citizen Equipment for Second-degree Objectivity’ and the keynote
speaker was the famous sociologist and philosopher of science Bruno
Latour.” Via Skype, Latour provided an introduction to the mapping
of controversies, based on the educational program he had developed
at Sciences Po in Paris (Latour, 2007). He started by outlining how to
define and detect a ‘good’ controversy. A controversy is a “shared uncer-
tainty about facts,” that manifests publicly through a range of attitudes.
Latour includes consensus and agreement among the attitudes sur-
rounding a controversy, and considers consensus an extreme moment
in a controversy when actors abandon the controversy or agree.
Controversies can form and develop through hot arguments or
cool disputes, depending on their intensity and the relative numbers of
positions in disagreement over certain time periods. There is no such
thing as a solid or fixed state of any controversy, or, for that matter,
of consensus. Consequential to this temporal definition and its ap-
propriateness to scholars’ ongoing relation to controversy as a research
object, and as a specific kind of research practice, Latour suggested that
researchers should best be prepared to jump right into the middle of a
controversy and describe what they encounter there. A ‘good’ contro-
versy (i.e. a controversy most suitable for analysis) takes place across
heterogeneous sources (e.g. academic journals, newspapers), and in-

cludes people from different disciplines. This range of actors can be
1 - See also the summer school’s wiki page:

https://wiki.digitalmethods.net/Dmi/MappingControversies.




studied through their specific vocabulary (the so-called actor language).
It matters significantly in approaching the research of a controversy as
to whether it is ‘live, past or present, and how many people are involved
(and how many of them are scientists). One should beware that some
controversies may be too big to research, involve too many actors or too
many points of contestation (the example Latour gave here was that of
genetic manipulation). In such cases it is best to choose a sub-contro-
versy from a larger one. Furthermore, Latour stressed that researchers
should describe all these dynamics of a controversy without translating
what they observe into more common or analytically familiar language.
Steering clear of predefined keywords and categories enables research-
ers to better “follow the actors” and log actors’ language, connections,
and formats (Latour, 2007).?

In Latour’s approach, the actors of a controversy may be found at
a specific event or gathering, in a collection of writings, an e-mail ex-
change, and so on. For my first experiment with a controversy map-
ping research practice, which 1 conducted with Esther Weltevrede,
we looked at animals most frequently depicted and mentioned in the
climate change debate on the web (Digital Methods Initiative, 2007).
Looking at three different online spaces: the news (accessed through
Google News), the web (accessed through Google Web Search) and the
blogosphere (accessed through Technorati, the dominant blogosphere

search engine at the time), we created word and image clouds of those

2 - Tommaso Venturini, working with Bruno Latour in the Controversy Mapping
educational and research program of Sciences Po describes “three commandments
of observation”:

“I. You shall not restrain your observation to any single theory or methodology;

2. You shall observe from as many viewpoints as possible;

3. You shall listen to actors’ voices more than to your own presumptions”

(Venturini, 2009, p. 260).



animals resonating most in the climate change debate. These ‘issue an-
imal’ hierarchies proved distinct per space, and this was the case in the
textual as well as in the image analysis. The web gave attention to a wide
variety of endangered species, giving way to those affected by global
warming as well as global cooling. The News favorited the polar bear,
and also presented a new animal: the cow, which is not so much affect-
ed by global warming but one of the causes, as cows emit methane. The
blogosphere showed a strong preference for the polar bear too. But a
closer look at the actual imagery revealed that many polar bear images
were of people dressed up as polar animals during activist protests. This
also explained the appearance of the dogs in the data set: the activists’
pets taken along to protests. The study pointed out that each online
content space had its own hierarchies and needed research approaches

adapted to its specificities, a finding that was worth exploring further.

CLIMATE CHANGE AS A GLOBALLY ENCOUNTERED CONTROVERSY

During the summer school of 2008 1 chose to further pursue the study
of the climate change controversy. In March of the same year, the
Heartland Institute, a Chicago-based conservative public policy think-
tank, had organized the first international conference of climate change
skepticism. The conference was titled ‘Global warming is not a crisis!”
and featured event elements common to any scientific event: seemingly
esteemed keynote speakers, parallel sessions, and online proceedings
(The Heartland Institute, 2008). The conference website stated that

over 200 scientists from leading universities had participated in the

3 - This event is now referred to as ICCC-1, see also URL:

http://climateconferences.heartland.org/iccci/.



event. For this controversy mapping exercise, 1 partnered with Andrei
Mogoutov, the developer of a software tool for ‘scientometric analysis™
called Reseaul.u, to examine the scientific publishing and citation net-
works of prominent speakers at this event.

Our first query related to the apparent eventfulness of the inaugu-
ral Heartland conference. We wanted to know whether the scientific
research and publication ‘profiles’ of climate skeptics were different to
the profiles of non-skeptical climate scientists. More specifically, were
the skeptics, beyond this specific conference, co-participants in a larg-
er scientific community dedicated to climate science? Or was it more
accurate to understand them as a separate or differently networked or
trained community (or on their way to becoming this), as the Heartland
conference appeared to propose? In addition to this scientometric anal-
ysis, together with another summer school participant Bram Nijhof, 1
also followed the conference actors through to their personal websites,
to see whether these scientists wrote skeptical articles on topics other
than climate change. This second research question is somewhat re-
lated to the first, and also straightforward: Should these actors best be
considered as professional climate science experts that happened to be
skeptical about certain findings or projections of climate change science
data? Or were they skeptics in relationship to various controversies as

such—writing critically or presenting as skeptics on a variety of sub-

4 - Scientometrics uses data sets of scientific publications and assesses these through
citation analysis. More specifically, a scientometric analysis can extend from tracking
citational behavior and referencing, to understanding these processes as construct-
ing norms and rules of scientific writing, to considering how specific or groups of
texts play out in an inter-referential network of influence and authority (Wouters,
1999).

5 - See also (Cambrosio, Cottereau, Popowycz, Mogoutov, & Vichnevskaia, 2013).



jects? Lastly, with Nijhof 1 analyzed the hyperlinking behavior of these
actors and their resonance within the top search engine results for the
query of ‘climate change’® Upon discovering in these studies that the
most prominent climate actors were skeptics first and foremost (as dis-
cussed in detail in chapter 3), this geared me towards further studies of
the controversy and its actors, and ultimately lead to the formulation of

this dissertation project.

CONDUCTING NATIONAL ANALYSES

In 2010, 1 was contacted by Denis Delbecq, a French climate journalist
writing a dossier of several long-form articles about climate skepticism
for the French environmental journal Terra Eco. Delbecq had come
across my analysis of the Heartland actors on the mappingcontrover-
sies.net platform and expressed interest in a similar collaboration with
him that would apply these methods to an analysis of French climate
science actors. He provided a list of prominent climate scientists (both
climate skeptics and non-skeptics), including names of individuals and
representative organizations. We used this data to conduct both hy-
perlink analysis (looking at the hyperlinks from the actors’ websites)
and resonance analysis (querying the prominence of these actors in the
Google.fr search results for the query ‘changement climatique’). Our re-
sults were published in Terra Eco and on Delbecq’s blog, and resulted
in the outing of a famous French skeptic, who had until then operated
under a pseudonym (Delbecq, 2010a, 2010b; Delbecq & Niederer, 2010).

Soon after, in October 2011, the Royal Netherlands Academy of Arts

6 - These studies were published on the online research platform mappingcontro-

versies.net (as part of the EU 7th Framework project Macospol) (Niederer, 2009).



and Sciences (KNAW) published a report titled ‘Climate Change: Sci-
ence and Debate’ (KNAW, 2011), aiming to articulate the current state
of global climate science by delineating topics of consensus from those
of controversy. In response to these developments in the Netherlands,
1 collected a list of non-skeptical actors from the contributors to the
KNAW report, and a second list from the line-up of a skeptical gath-
ering that was organized at Nieuwspoort in the Hague’ in critical re-
sponse to the KNAW report, to conduct an analysis of Dutch climate
skepticism similar to that of the French. This made it possible to start
to compare the two national situations. The Dutch study is discussed
in detail in Chapter 3.

It was at this point that I found myself in the very midst of the con-
troversy 1 was invested in researching, arguably in full accordance with
Latour’s directive that researchers jump straight into the middle of
their controversy object as it unfolds. Following the publication of my
work on these national climate change debates, Dutch skeptics, perhaps
prompted by media monitoring tools of their own, started e-mailing
me and including other scholars in their communications to me in cc
(the ‘carbon copy’ setting in email). In one email, 1 was kindly asked for
a headshot, so this person could identify me on his blog along with his
review of my article. Another email described as ‘hurtful’ my linking of
Dutch skeptics’ work to research by Oreskes and others that discussed
the financial ties of skeptics to fossil fuel and other sponsoring indus-
tries. Still others wrote to ask why 1 had not just contacted them direct-
ly to learn the ‘truth’ about climate change, or posed my queries directly
to them regarding their specific methodological approaches and tac-

tics, assumedly to bypass the public nature and impact of my research

7 - Nieuwspoort is a forum for political debate, situated next to the House of Repre-

sentatives’ building in the city center of The Hague (Nieuwspoort, n.d.).
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findings. Somewhat overwhelmed by these direct responses but also by
their tone, 1 decided not to write back at this time.? 1 wanted to contin-
ue my research without getting to know the actors personally and in-
terfering with my ‘objects of study, given that observational distance is
(also) necessary for both of the approaches which 1 will introduce later
in this chapter, namely ‘content analysis’ and ‘digital methods, to keep

their status as non-intrusive methods.

FORMULATING THE CASE STUDIES

As | further developed my research on the climate controversy on the
web, | also sought the most suitable means to study a controversy of this
nature that has no single communication channel but takes place across
online platforms, resonating not only in mass media but also in search
engine results, Wikipedia, Twitter and beyond. Important to note here
is that these platforms have grown exponentially in the period of 2008
and 2015, the time during which I studied the debate, but that their
status or role in controversies has never been systematically examined.
Furthermore, during the same period, traditional mass media have had
many struggles but have not disappeared. Rather, they have become
8 - The question of how precisely 1 was able to label and split these actors as ei-
ther skeptical or non-skeptical climate scientists I consider valid. Here, 1 followed
the Latourian logic of there being no groups without “group holders” and “group
talkers” (Bruno Latour, 2005). Somebody may not be a climate expert in daily life, but
when this person is one of the editors of a publication on the climate controversy and
consensus (in the KNAW example), they at that moment perform to identify with a
‘group’ of climate experts. Similarly, when opposing Dutch climate experts organize

an event at Nieuwspoort to refute a scientific report as “alarmist,” they perform as

skeptical “group makers, group talkers, and group holders” (Latour, 2005:32).
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part of, folded into and entangled with the platforms and sources en-
countered when analyzing controversies through networked content.
1 considered that in order to understand specific controversies, as well
as methods for the analysis of networked content through which they
travel, media studies research would benefit from a deeper knowledge
of the function or position that online platforms have in a controversy,
and their entanglement with traditional mass media content. Hence, 1
decided to formulate case studies that could capture the climate change
debates flowing through and across these online platforms.

To map and analyze the state and resonance of climate change ac-
tors and discourses through medium-specific digital methods, 1 includ-
ed the use of websites through hyperlink analysis and search engine
results, Wikipedia through interlinked articles and Twitter through its
hashtags. Thus, my platform-specific case studies make use of different
methodological approaches, taking the research outlook from contro-
versy analysis and tools and methods developed in digital methods in
order to further attune content analysis to networked digital media
content. In the next section, I will address this research outlook provid-
ed by controversy analysis and very briefly discuss its roots in ‘science
and technology studies, before 1 formulate my main thesis and outline

the case studies.

TRADITIONS IN CONTROVERSY ANALYSIS

Controversy analysis, as previously mentioned, originated in science
and technology studies (STS), and focuses especially on scientific con-
troversies. Scientific controversies are said to “destabilize” a system or

convention of scientific truth claims, and in doing so reveal underly-
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ing dynamics of science and technology and their relations with a
wider society that under normal circumstances tend to remain hidden
(Pinch & Leuenberger, 2000). STS scholars Trevor Pinch and Christine
Leuenberger describe four influential approaches, which partly overlap
chronologically, within STS-informed controversy analysis (20006, p.4).
Firstly, the ‘Priority Dispute studies’ problematize claims towards who
was the first scientist to make a particular scientific discovery. A second
approach looks at the negative impacts — real or potential — of scien-
tific and technological innovations (consider for example the political,
social and ecological aspects of nuclear energy and genetic modifica-
tion). A third key area of STS, as Pinch and Leuenberger note, is the
Sociology of Scientific Knowledge (SSK), which emerged in the 1970s
and operationalized the ideal of “symmetry” to urge social researchers
to “use the same explanatory resources to explain both successful and
unsuccessful knowledge claims” (20006, p.12). This principle can be ap-
plied especially well to scientific controversies, where different scien-
tists each claim to present the truth and to refute the research meth-
odology, argumentation or outcomes of other(s). Symmetrical analysis
enables the researchers of a controversy to study both (or all) sides of
the story, including the scientific claims made by actors internal to the
controversy object, by using “the same sorts of sociological resources”
(2000, p.12). Fourthly, Pinch and Leuenberger identify “modern science
and technology studies” that build heavily on SSK to regard controver-
sies as “integral to many features of scientific and technological practice
and dissemination” (2000, p.5).

While STS has a strong tradition and methodological framework to
study scientific controversies, it does not explicitly outline or champion
specific digital methods for studying the digitally networked aspects of

scientific knowledge communities. As the climate change debate is not
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limited to offline media but also manifests itself across web platforms,
there is a direct need for further methodological specificity. To analyze
networked online content as part of a scientific (or other) controversy,
we need to recognize the elaborate socio-technical formations—and
transformations—of controversies in online networked content that
impact the work and communities of scientific (and extra-scientific)
truth-claims. Two of the schools of thought and practice 1 build my re-
search techniques upon at this point, controversy analysis (as developed
in education at Sciences Po, Paris) and ‘issue mapping’ (as developed
by the Digital Methods Initiative at the University of Amsterdam) offer
digital means of controversy analysis from similar scholarly traditions
but with a distinct angle.” While the Parisian school stems from STS
and operationalizes Actor-Network Theory to zoom in on a controversy,
the Amsterdam approach builds on science and technology studies to
track issues more broadly, be they controversial or not (Marres, 2015;
Rogers & Marres, 2000; Venturini, 2009).”°

This dissertation makes integrative use of controversy analysis as

well as digital methods (and tools) for issue mapping to conduct an

9 — The third of which is content analysis, central to the next chapter.

10 - Latour’s Mapping Controversies educational program has culminated in the
Médialab Sciences Po in Paris in 2009, which develops digital tools and methods
for controversy analysis. Sciences Po’s approach is “interdisciplinary” and describes
its work as “seeking to apply computational techniques in order to detect, analyze
and visualize public contestation over topical affairs” (Marres, 2015). When analyzing
controversy, researchers team up with programmers, data analysts and information
designers to create maps that make web content differently legible for further analy-
sis. In my own research practice I have worked in similar teams associated with the
University of Amsterdam’s Digital Methods Initiative, and participated in ‘sprints’ as
part of the EU-projects MACOSPOL and EMAPS, in which we analyzed controver-

sies through web data.
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analysis of the climate controversy across online platforms. As | out-
line in detail in the next chapter, a highly relevant research technique
for both qualitative and quantitative analyses of mediated content pre-
cedes my work here, developed to study media content in the field of
communication science under the name of ‘content analysis! Content
analysis was incepted to study given or demarcated bodies of content
(often referred to as ‘texts’ but not limited to that format), to analyze
both formal features (e.g. the shot lengths of a television show, or the
column widths and word counts of a printed text, etc.) and ‘textual’
meanings (broadly defined) including themes, tropes, recurring topics
and terms, all in order to make inferences about societal perceptions,
cultural change, and trends in public opinion. A famous pre-web lon-
gitudinal content analysis study referenced in the scholarly literature
is the Cultural Indicators program (of the 6os through 9os) by George
Gerbner et al. that used weeklong aggregations of prime-time television
footage to record all representations of violence and construct ‘violence
profiles, for this material. These representations were then interpret-
ed and turned into ‘cultural indicators, which referred both to trends
in network television’s dramatic content and to viewer conceptions of
social reality (Gerbner, 1969, 1970). Content analysis has since been de-
scribed as “indigenous to communication research and [as] potentially
one of the most important research techniques in the social sciences”
(Krippendorff, 1980).

It is important to emphasize in approaching this thesis that I un-
derstand content analysis to have always been inclusive of potentially
all content types. By taking mass media as its most prominent raw data
source, however, this kind of scholarship tended to be “dominated by
content analyses of newspapers, magazines, books, [radio] broadcasts,

films, comics, and television programming” as one of its key scholars,



Klaus Krippendorf pointed out (1980: 404). Krippendorf, who 1 take
to be centrally informative for my own work, has made explicit since
content analysis’ earliest methodological formation that (more or less
publicly communicated) data of any kind could potentially be studied
through content analysis. He mentions varieties of media ‘content’ as
diverse as “personal letters, children's talk, disarmament negotiations,
witness accounts in courts, audiovisual records of therapeutic sessions,
answers to open-ended interview questions, and computer confer-
ences”, and even “postage stamps, motifs on ancient pottery, speech
disturbances, the wear and tear of books, and dreams.” More theoreti-
cally, as a major proponent and methodological innovator of this field
of media research, Krippendorff’s assertion that “anything that occurs
in sufficient numbers and has reasonably stable meanings for a specific
group of people may be subjected to content analysis,” (Krippendorft,
1980) is a key driver of my own development of ‘networked content
analysis’ for this dissertation.

If, in practice, content analysis has mostly focused on neatly demar-
cated sets of texts or other media materials such as television shows, the
specificity, dynamism, and networked nature of digital media content
poses a myriad of new methodological challenges and opportunities to
contemporary content analysts. Digital media content can be published
or created on the World Wide Web, and enriched with opportunities for
navigation and interaction. It can be networked by in-text hyperlinks
(creating a so-called ‘hypertext’), or by suggestions of related articles or
other recommendation systems, or pulled into social media by preva-
lent ‘Like’ and ‘Share’ buttons on websites, urging users to link content
to their own user profiles (Gerlitz & Helmond, 2013). Online content is
networked. 1t is dynamic rather than stable; it often changes over time or

moves from the front page to the archive. Social media further scatters
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content, offering a ‘live feed’ that is referred to as the qualitative and
quantitative real-timeness of social media data (Back, Lury, & Zimmer,
2012; Marres & Weltevrede, 2013), the content of which can be linked to,
copied onto other networks, and archived across the (social) web. These
social media platforms each format, rank and serve content in unique
ways, which makes it important to start developing adaptive, digital
methods that are attuned to the diverse specificities of these platforms.

Content analysis of such networked content may ask where the
‘content’ that is under analysis ends if all content is (more and less)
meaningfully hyperlinked to other related content on other web pages.
Indeed, how is it possible to demarcate a website? 1s it methodological-
ly appropriate to apply the techniques of content analysis that worked
for printed newspapers like The New York Times or The Guardian, and
for television formats such as CNN or Al Jazeera, to online news sites
like www.nytimes.com and www.guardian.co.uk, let alone to a con-
tent search engine and aggregator like Google News? The answers to
these questions as they have been offered by content analysis scholars
throughout different phases in the history of the web are described ex-
tensively in Chapter 2, and can be summed up as broadly presenting
two distinct approaches. The first, as described by McMillan, argues
for a standardization of methods towards the analysis of web content,
which McMillan characterizes as a “moving target” (McMillan, 2000).
A second approach is formulated by Herring in response to McMillan,
who proposes to combine traditional content analysis techniques with
methodologies from disciplines such as linguistics and sociology to of-
fer a more workable response to the challenges offered by “new online
media” (Herring, 2010).

While these two approaches each offer ways forward for the anal-

ysis of web content, they are not concerned with the vast differences
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between different web platforms—the specific technicalities of which
contribute significantly to the meaning of networked content. It is im-
portant to note that web content currently exists in and through the
platforms and engines that produce it, which means a clean separation
of content from its carrier is no longer feasible." Different web plat-
forms and search engines each carry their own (often visually undis-
closed) formats and formatting; they have their own scenarios of use
and their own terms of service; further, they also output their own re-
sults and rankings.

Consider the example of Wikipedia, the collaboratively written en-
cyclopedia project on a wiki, where each article has a page, sometimes
other language versions, a discussion page, user statistics, a ‘history’ or
archive of all previous versions of the article being accessed, all of which
can be used in comparison with the current version of the article, as
bots at work continue to edit text and undo vandalism. Differently for
Twitter, the social network slash micro-blogging tool, user-broadcast-
ed messages are bound by a limit of 140 characters per Tweet. They
can include images, links to URLSs, tags of other users (whether directly
connected as ‘followers’ or not) and hashtags to network and aggregate
individual content around specific events, issues, opinions and themes.
Content can include retweets of someone else’s message (in several
distinct ways, as described by (Bruns & Burgess, 2011; Helmond, 2015),
which generates yet another layer to the networking of content. These
specificities of how platforms and engines serve, format, redistribute
and essentially co-produce content is what 1 refer to as the technicity of

content.
11 - Krippendorf stands out, as I emphasize in Chapter 2, in including this fact from
the beginnings of, well prior to this research method having to deal with online net-

worked content.



CENTRAL THESIS: ACCOUNTING FOR TECHNICITY

Controversy mapping, digital methods and content analysis, in com-
bination, offer means to study a controversy on the web that include
this factor of technicity in the analysis of networked content. In this
research, 1 will put forward such methods and techniques that take
as their point of departure that the medium of the web now not only
serves but also co-produces online content. The novel challenges posed
by the dynamics of web content does not mean we have to dispose of
content analysis altogether. On the contrary, as content analysis from
the outset has been potentially inclusive of all varieties of content in
and across contexts, its methods need to be amended only slightly —
building on digital methods and controversy analysis— to suit the tech-
nicity of web content. 1 will argue that content analysis in its earliest
form still offers model methods and approaches that, with appropriate
amendments for the digital age, can be updated to stand as a strong
methodological ground for what 1 name and develop here in this dis-
sertation as ‘networked content analysis.

The central thesis of this study is that different web platforms and
engines serve content with different technicities, which 1 argue are a
crucial aspect of the object of study (i.e. web content) and should, there-
fore, be included in the analysis.> How can these insights from digital
methods inform the application of content analysis to web content?
As 1 am persistently emphasizing, developing means of collecting and
analyzing digital media content across platforms starts with the prob-

lematic realization that each platform or engine has its own technicity
12 - Here it is important to point out that the attention to the technicity of content
at the core of my research necessitates recognition of the spatial organization and

geo-location of content, as well as dislocation and censorship, which all problematize
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and thus requires specific methods and analytical tools. To retain the
strengths of content analysis for contemporary humanities and social
research, and further develop techniques that better adapt to the spec-
ificities of networked content, the question central to this dissertation
is: how can technicity be meaningfully included in the analysis of on-
line content?

In operationalizing this inclusive approach in this dissertation, 1
analyze the content of specific platforms alongside their technicity, for
example the user’s access to read/write/link/archive capabilities, and
identify the queries or tools that are necessary to demarcate and an-
alyze content relevant to controversy objects that traverse these spe-
cific websites and platforms. Neither controversy analysis nor content
analysis offers platform-specific techniques, which is why the addition
of digital methods and tools is necessary for the analysis of such an in-
terdisciplinary and popular, volatile public debate that is so widely dis-
tributed across platforms. In this way, 1 conduct what 1 consider to be
useful, propositional forms and methods of networked content analysis

towards the study of the climate change debate online.

—_—

the very idea of a ‘world wide web’ of content assumed to be globally available. Inter-
net censorship research has demonstrated how a user’s geo-location is crucial to the
availability of content, as served for instance by the search engine Google. Research
that critically comes to terms with these local differences in search engine results—
which can be shown up by using a different language version of Google, or with VPN
connections that access the web from other geo-locations—has been called ‘search as
research’ (Rogers, 2013), and presented at international search engine research con-
ferences such as the Society of the Query (See also: (K6nig & Rasch, 2014). What this
research underlines is that the web may be ‘worldwide’ in its infrastructure, but it is
not in its access to content (Deibert, Palfrey, Rohozinski, Zittrain, & Haraszti, 2010;
Deibert, Palfrey, Rohozinski, Zittrain, & Stein, 2008; Rogers, Weltevrede, Niederer,
& Borra, 2013).
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NETWORKED CONTENT ANALYSIS OF THE CLIMATE CHANGE DEBATE

Climate change is defined by the United Nations Framework Conven-
tion on Climate Change (UNFCC) as the “change of climate which is
attributed directly or indirectly to human activity that alters the com-
position of the global atmosphere and which is in addition to natural
climate variability observed over comparable time periods” (United Na-
tions, 1992). The UNFCC distinguishes between human-attributed cli-
mate change and natural climate variability, a complex distinction that
lies at the core of what is one of the most contentious and world-chang-
ing controversy objects of our time. There are clearly many reasons that
1 could propose for choosing to work with this complex issue in my
development of networked content analysis methods. Quite apart from
the political and scientific urgency accorded to this debate, as a new
media researcher, | am particularly interested in the fact that to study
climate change as a controversy object is to engage with a wide variety
of (offline and online) media and knowledge spaces.

Climate change remains on the agenda of NGOs and governments
alike. Scholars have named it amongst the greatest threats (or ‘risks,;
to speak with Ulrich Beck) of our times (Beck, 2009) and as a crisis of
formidable scale (Latour, 2012). This dissertation does not contribute
to climate science but instead focuses entirely on developing a net-
worked content analysis of the climate controversy as it is specifically
mediated and transformed by online platforms and actors, in order to
gain insight in how such controversial debates evolve and how certain
actors and viewpoints may resonate more forcefully than others. Ac-
cordingly, the next section will introduce prior studies in climate-re-
lated content analysis by Anthony Downs, building beyond the work

that opened this introduction.
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Before reappraising Downs, it is necessary to specify further my re-
search outlook. Where the central concern of this dissertation is to de-
velop means to include technicity in the analysis of networked content,
1 am dealing with the specificity of the question by applying it to the
topic of web content on climate change. Looking at how technicity can
be included in the analysis of networked climate change content, | take
to three online platforms that each represent a different web culture, if
you will. The web as accessed through the search engine Google is for
many Internet users the main point of access to web content.13 Twitter
is one of the most prominent social platforms online, with its content
available through an API. Wikipedia is the most-used online equivalent
of an encyclopedia. As climate change is present across distinct sites of
knowledge sharing, discussion and dissemination (science, news, pop-
ular media) it can be studied across platforms and analyzed in terms of:
the variety and prominence of actors and sources (Google); the online
dynamics of knowledge production (Wikipedia); and the sub-issues of
climate change as shared online (Twitter).

Building upon the strengths of existing content analysis projects, my
formulation of networked content analysis asks what may be learned from
previous applications of content analysis. How has content analysis been
amended since its very first application to web-based content? In applying
networked content analysis to online climate change content, 1 will address
how the issue of climate change can be studied there (via Google/Wikipe-
dia/Twitter) and identify the specific technicities of such content. Given
that the study of climate change across media has already been strongly
attended to in earlier content analysis studies, | briefly discuss this research

pre-history and its relevance to my own work in the next section.

13 - The dominance of Google Web Search has been critically assessed by scholars

including Carr (2008) Lovink (2008), and Vaidhyanathan (2011).
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THE CLIMATE CHANGE DEBATE AS AN OBJECT OF STUDY

Climate change as an issue has in fact been attended to with fine-grained
content analysis methods since the early seventies. In his article ‘Up
and down with ecology — the “issue attention cycle,” Anthony Downs
described how the environment, like any societal issue, is subject to a
rise and fall in public interest. He uses the notion of the ‘issue attention
cycle’ to describe common dynamics in public attention that occur for
“most key domestic issues” (Downs, 1972, p. 38). Downs’ articulation of
the issue attention cycle knows five stages: (1) the pre-problem stage,
(2) alarmed discovery and euphoric enthusiasm, (3) realization of the
cost of significant progress, (4) gradual decline of intense public inter-
est and, lastly, (5) the post-problem stage (1972, p.39-40). Downs sees
the “remarkably widespread upsurge of interest in the quality of our
environment” as involving such an issue attention cycle, in which the
“change in public attitudes has been much faster than any changes in
the environment itself” (1972, p.38). Downs’ work has been subjected to
strong criticism, mainly on the linearity assumed by his proposed cycle
model, and on the research’s focus more on mediation as such, over the
mediation of this specific and urgent issue (as described thoroughly by
McComas and Shanahan, 1999). With these qualifications, analysts of
media content have taken up Downs’ approach and further extended
its application to environment-related issues.

In what they refer to as a ‘(de)construction’ of the issue attention
cycle for environmental issues, McComas and Shanahan (1999) com-
pare the climate change news coverage of the major US newspapers,
The New York Times and The Washington Post, between 1980-1995. Their
research confirms the cyclical nature of attention to the issue of climate

change, and even recognizes different stages that dialogue with Downs’
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own, in which

the implied danger and consequences of global warming gain more
prominence on the upswing of newspaper attention, whereas con-
troversy among scientists receives greater attention in the mainte-
nance phase. The economics of dealing with global warming also
receive greater attention during the maintenance phase and down-

side of the attention cycle (1999, p.30).

Where these researchers stress the importance of the “role played by
narratives in driving media attention to environmental issues,” others
have stressed how real life events (such as extreme weather) are a crucial
catalyst in the garnering of public attention for an issue of “celebrity
status” (McComas & Shanahan, 1999, p. 33; Ungar, 1992). A concept that
builds on this analytical approach to issue attention is the “news spiral”
(Djerf-Pierre, 2012), which refers to the phenomenon that once the cli-
mate is in the news, this creates a general upsurge of interest in (and re-
porting on) other environmental issues. This dissertation understands
the retrieval and analyses of attention and news cycles as fitting into the
ongoing methods and applications of content analysis at large.
Chapter 2 of this dissertation discusses the early disciplinary forma-
tion of content analysis and develops an approach towards networked
content analysis. Content analysis has a strong history of use in com-
munication science, where large bodies of text are analyzed for features
or (recurring) themes, in order to identify cultural indicators or make
other inferences about the text. To apply these methods to web content
remains a challenging exercise to researchers of various scholarly disci-
plines, for, unlike traditional print media such as newspapers or books,

web content is often dynamic. It is also networked, which poses prob-
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lems for the demarcation of the content under study. To grapple with
these technical specificities of web content, researchers either stay close
to traditional content analysis techniques (McMillan, 2000) or choose
to pull in methods from other disciplines and seek more extended par-
adigms of web content analysis (Herring, 2010; Weare & Lin, 2000). In
this chapter, 1 will give an overview of these strategies preceding my
research, and introduce novel means of networked content analysis
that include the technicity of web content as part of the analysis and
repositions content analysis (in the tradition of Krippendorff) as a me-
dium-specific approach.

In the three case studies that follow this methodological discussion,
1 assess the climate change debate on different platforms. As the climate
change debate does not only take place across platforms, but also over
time, the studies presented will assess diverse moments in the climate
change debate, ranging from the first skeptical conference of 2008 to
the ‘Paris Agreement’ of 2015. The aim of the study is not to present a
neat chronology or timeline of the debate from beginning to end, nor,
at the other extreme, to do away with historical analyses. The point of
entry is less the debate’s transformation over time (or its timing), than
its entangled relation to the platform and its specificities. How can
we amend content analysis to attune to the technicity of networked
content, knowing for instance that on the web, search engines rank
content, websites are hyperlinked, and actors in one issue may also be
working on another issues and publishing about this on their personal
websites? And what does the platform, or the engine, do to the debate?

In Chapter 3, 1 analyze the networks of climate change debate ac-
tors using search engines and scientometric analysis. This chapter uses
search engines (ISI and Google) and hyperlink analysis to research the

place and status of climate skepticism within both climate science itself
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and the climate change controversy as it takes place beyond the scientif-
ic literature. Here, the central question is how networked content anal-
ysis can be conducted through the web, taking into account the technic-
ity of search engines. The case study zooms in on climate change actors
and their prominence, as identified by search engines. It asks how the
technical logic of search might be used to measure and compare the
prominence of actors in a specific issue, in this case, by looking at the
resonance of climate change scientists (both skeptical and non-skepti-
cal) within a demarcated set of websites. Hyperlink analysis and search
engines enable comprehension of the group formation of actors in the
debate and measure their resonance within web sources on the issue
of climate change. Traditional scientometrics paired with digital meth-
ods offer a detailed picture of the status, group formations and issue
commitments of climate change skeptics, and questions whether their
interest lies in skepticism itself or in climate change.

In Chapter 4, I discuss Wikipedia as a socio-technical utility for
climate controversy mapping. The technicity of Wikipedia content
makes it possible to refine further the techniques of networked con-
tent analysis, so as to enable matters of resonance, relational dimen-
sions of content, actor engagement and controversy management to
be studied within this encyclopedia project. Wikipedia, as a wiki-based
encyclopedia platform, offers various levels of access to information on
article histories and editors, enabling researchers to ‘follow the actors’
and close-read their positions, references and commitment to a specific
issue. In this case study, 1 discuss how Wikipedia has been researched
since its launch in 2001, and how dominant research practices have dis-
regarded some of the crucial technical specificities of Wikipedia and the
production, organization and maintenance of its content. I then zoom

in on more recent controversy analyses, attending to the technicity of
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Wikipedia content by looking at discussions on the talk pages (for the
article on Gdansk/Danzig), and by conducting a comparative analysis
of articles across language versions (for the case of the Srebrenica mas-
sacre). Lastly, I discuss a networked content analysis of climate change
related articles, tracing its networked content and close reading its ac-
tor behavior. 1 discuss a climate change article ecology study from 2009
and the development of a Wikipedia controversy analysis tool devel-
oped in 2014 titled ‘Contropedia. 1 propose here to treat Wikipedia as a
data-rich site of social research, through a networked content analysis
of climate change articles and their linkages.

In the final case study of Chapter 5, 1 conduct a networked content
analysis of climate change-related Twitter messages (or ‘tweets’) to map
the state of the climate change debate online. Here, 1 analyze Twitter
data to consider four related climate change discourses: adaptation (to
climate change), skepticism (towards the man-made origins and un-
precedentedness of climate change), mitigation (the prevention of fur-
ther climate change by minimizing its causes), and conflict (here taken
to mean political unrest relatable to so-called ‘climate change vulnera-
bility’)." Given climate vulnerability has recently become a prominent
and focalizing discourse within climate change, both in the scientific
literature (as mapped out by the IPCC in 2014) and in news coverage
around climate change, 1 will zoom in on this issue in more detail. Re-
cently, new debates concerning climate change research and modeling
have arisen as experts are increasingly drawing connections between
climate vulnerability and human conflict. Major news media outlets in-

creasingly contribute to circulating an understanding of climate change

14 - In the EMAPS Digital Methods Fall Data Sprint of October 2013, we asked
whether conflict could be seen as a fourth phase in the evolution of the issue of cli-

mate change, after skepticism, mitigation and adaptation (EMAPS, 2013).
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vulnerability as a potential factor in social unrest, including in Syria and
Egypt, explaining how drought and water scarcity may have intensified
the Arab Spring. Twitter already has a strong tradition of being repur-
posed to study events, uprisings and social responsiveness to the news.

In this chapter, to study Twitter’s climate content and include its
technicity, I create keyword profiles and additionally zoom in on the
hashtags used within a set of climate change tweets. A co-hashtag anal-
ysis of this set of tweets reveals an ecology of climate change-related
sub-issues illustrating the current state of climate action and adapta-
tion—a multifarious presence of vulnerability variables related to data
sets on animals, habitats and more, affected by extreme weather condi-
tions. In attending to a descriptive analysis of sub-issues within the cli-
mate change controversy, which has such complex social dimensions,
this chapter exemplifies how controversy does not end once consensus
on some aspects of the science is publicly secured.

Chapter 6 holds the conclusions, in which 1 discuss the findings of
the various case studies on two levels: that of the methodological tool-
box of networked content analysis as well as on the level of the con-
troversy mapping itself, reiterating what the various case studies teach
us about the climate change debate, and gather up implications for the
practice of networked content analysis. Taking the lessons learned from
the case studies on the study of the climate change debate with Twitter,
Wikipedia and Google, 1 return to Krippendorff to revisit his founda-
tional work and propose appropriately amended techniques and tools
for networked content analysis. Subsequently, 1 discuss the challenges
for future research. As the climate controversy plays out on many plat-
forms that in turn pull in traditional mass media content, 1 show how
combined and interlinked findings across platforms provide a more

comprehensive mapping of a multi-platformed issue.
—
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Foundations
of Content Analysis






—
THE DRASTICALLY CHANGING NATURE OF CONTENT IN THE MOVE FROM
PRINT AND ELSEWHERE (E.G. TELEVISION) TO THE WEB HAS CHALLENGED
THE TECHNIQUES AND TOOLS OF CONTENT ANALYSIS, WHICH, UPON ITS IN-
CEPTION, CONCERNED ITSELF MOSTLY WITH LARGE BUT STATIC GROUPINGS
orF TEXTS. Unlike modern print media such as newspapers or books, web
content is often unstable and dynamic. It is also networked, which pos-
es more problems for the researcher regarding the demarcation of the
‘text’ under study. Before further exploring this difference that tech-
nicity makes when aiming to do content analysis across the web, it is
necessary to review the foundational status, methodologies and tools
of content analysis that existed as developed for (pre-web) mass media
content. This chapter offers a historical perspective on the foundations
of content analysis, discussing its scholarly roots and exploring how it
has been modified as a field of research along with the changing tech-
nicities of content that it engages with. My historical reappraisal of the
concepts and methods of content analysis considers first the work of
Klaus Krippendorff, a groundbreaking content analysis scholar and, not
coincidentally, a co-organizer of the first content analysis conference at
Annenberg in 1969. After a brief examination of the foundational work
by Berelson and Gerbner, I will come to describe Krippendorff’s seminal
work Content Analysis: An Introduction to its Methodology, in which he
lays out the requirements of a sound content analysis research frame-

work.’s

15 - In this chapter, 1 will refer mostly to the second edition published in 2004, as
this was thoroughly revised to describe the analysis of “computer readable” content
(Krippendorft, 2004, p. xiv) and presents a more mature method and technique of
content analysis since the first edition of 1980. I will occasionally refer to the third
edition of 2013, e.g. when addressing recent discussions or techniques not included

in the previous editions.
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Secondly, 1 will address the challenges this approach faces since the
computer has become more of a content producer and site of produc-
tion and publication, rather than merely a research aid for large-scaled
analyses of ‘texts’, broadly defined. Here, | will build on responses to the
work of Krippendorff by communications and advertising scholar Sally
McMillan and linguist and information scientist Susan Herring, who
further developed Krippendorff’s techniques to grapple with the tech-
nical specificities of web content, which 1 refer to as its technicity. The
term technicity, as described in the Introduction to this dissertation,
refers to the technologically composed nature of web content—the fact
that content can hardly be separated from its carrier (a specific web
platform for instance), and that technical agents such as hyperlinks and
shares are not mere features, but part of the content under study (Nie-
derer & Van Dijck, 2010, 2014). Accordingly, when looking at previous
applications of content analysis to web content, I ask how the technicity
may be made part of the definition, collection, and analysis of content
being studied, which is the central question of this dissertation.
Thirdly, 1 will ask whether content analysis should be enhanced to
suit the analysis of networked and dynamic information online. Look-
ing at the traditions in content analysis, a return to its roots may prove
more productive. | would argue that conventional content analysis still
holds valuable insights for current (online) approaches of web content.
However, what needs to be explored are the necessary steps towards
networked content analysis that takes the technicity of web content
and the variety thereof as its point of departure. Lastly, I will describe
how I will apply networked content analysis to study the issue of cli-
mate change, in the case studies in this dissertation. I underline the
importance of the issue for our day and age, but also describe strong

preceding research in the content analysis of climate change content.
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EMERGENCE OF A RESEARCH FIELD

The field of content analysis considers its first seminal work to be that
of Berend Berelson of 1952, titled “Content Analysis in communication
research,” which describes content analysis as an important research
technique for social scientists and media scholars for reading social and
cultural change from (the analysis of) mediated messages (Berelson,
1952). For example, in a study from 1948, Berelson and Salter study prej-
udice against minority groups through the analysis of popular magazine
fiction (Berelson & Salter, 1948). In the same tradition, as mentioned in
the Introduction to this thesis, George Gerbner has studied violence on
television and the representation of for instance women and children
during primetime programming, to derive cultural indicators, the indi-
cators of their position in society at a given time (Annenberg School for
Communication, 2000).

Scholars often refer to the inclusion of the definition of ‘content
analysis’ in Webster’s Dictionary of the English Language in 1961 as a mile-
stone in the establishment and public recognition of the field. Here,
content analysis was defined as the “analysis of the manifest and latent
content of a body of communicated material (as a book or film) through
classification, tabulation, and evaluation of its key symbols and themes
in order to ascertain its meaning and probable effect” (Merriam-Web-
ster, 1961). In November of 1969, another milestone took place with the
content analysis conference of the Annenberg School of Communica-
tions,” where over 400 scholars gathered from approximately 85 edu-
cational and scientific institutions in the United States and Canada to

discuss the application of content analysis to and from a wide range of

16 - Presently called Annenberg School for Communication (Annenberg School for

Communication, n.d.).
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academic disciplines (Gerbner, Holsti, Krippendorff, Paisley, & Stone,
1969, p. xiii). The conference also featured a panel dedicated to ‘Com-
puter Techniques in Content Analysis and Computational Linguistics,
focusing solely on different ways in which content could be analyzed
by the computer and by computer-aided content analysts. The schol-
ars who presented computational analyses, in particular, at this inau-
gural event also came from a diverse set of fields, including "political
science, psychiatry, sociology, English, and social psychology" (Stone in
(Gerbner et al., 1969, p. 335)).” It is worth keeping these early, partially
interdisciplinary beginnings in mind when negotiating contemporary
applications of content analysis by different academic fields. With the
more recent infusion of culture with information technology, content
analysis’ early trajectory, as well as its focus on text and image analy-
sis, merges with the interests of information science and allied fields
in data-driven contemporary cultural analysis; this situation and con-
vergence of practices and methods continues to create confusion about
the possibilities of techniques for studying culture through content.
The most significant disciplinary figure of early content analysis,
Klaus Krippendorff, defines content analysis as a “scientific tool” and "a
research technique for making replicable and valid inferences from text

17 - It is worth mentioning here that at this historical moment, the computer be-
ing brought to work on content analysis was, specifically, a machine reading text
from punch cards or microfilm, or otherwise dealing with content "typed in from a
computer console” (Stone in (Gerbner, Holsti, Krippendorff, Paisley, & Stone, 1969,
p. 336). Accordingly, the approaches to content analysis presented were often cap-
tured in pieces of software and developed in different ways that directly reflected the
specific state of the technology. Some approaches were programmed by the scholars
themselves or programmed by others, including technicians, under close supervision
from scholars, while yet other scholars completely outsourced programming respon-

sibilities in full.
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to the contexts of their use" (2004, p. 24). He deployed terms and con-
cepts from outside the qualitative humanities normally concerned with

” «.

content, like for example “scientific,” “replicable” and “valid”, to empha-
size the need for formalization of techniques and tools of analysis. At
the same time, however, his use of the word text does not refer only to
written materials but expansively may include "works of art, images,
maps, sounds, signs, symbols, and even numerical records” and other
data (2013, p.25). Krippendorff makes the significant conceptual point
that it is precisely one’s definition of what content is, and how that is
delimited, that leads to specific kinds of analytical results. As we will see
with the analysis of networked content, it is indeed this refinement of
definitions and approaches to the time and materiality of ‘content’ that
needs to be amended. This is important for the recognition of the tech-
nicity as an active material agent and part of content, rather than as a
challenge that disturbs or supposedly renders difficult the demarcation
and study of content online.

In other words, how one chooses to define content paves the way
for specific research questions, methodological choices and analytical
consequences to play out over others. Content analysis in this sense is
not an entirely standardized or standardizable practice but is applied
across scholarly disciplines that have used many different strategies of
coping with the challenges posed by content on the web. Krippendorff
dates this broadening occurring simultaneously with some of the ear-
liest applications of content analysis to the (further) growth of mass
media after WWII. This rise of the field of content analysis to deal with
expanded media formats, he argues, meant a loss of focus already then,
as "everything seemed to be content analyzable and every analysis of
symbolic phenomena became Content Analysis”" (2004, p. 12). Krippen-

dorff describes how various disciplines began to apply the research tech-
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niques of content analysis differently: ethnographers were interacting
with their informants (something content analysts usually do not do, as
they prioritize ‘unobtrusive’ analyses) and also analyzing their own per-
sonal field notes as ‘content’, while social scientists studied educational
materials to identify societal trends. At this point, Krippendorff devel-
ops a conceptual framework for content analysis that serves not only as
a tool with which to (re-)establish focus for this research methodology
but also as a practical, analytical and methodological guide for research-
ers to apply the methods to diverse types of content. In the next section,
1 will describe this framework as introduced by Krippendorft and briefly
reflect on how its components may hold in networked.

Krippendorft's framework lays out six components necessary for a
content analysis research project, all of which are to be included though
not necessarily in this sequential order:

- Abody of text, the data that a content analyst has available to begin
an analytical effort;

- Aresearch question that the analyst seeks to answer by examining
the body of text;

- Acontext of the analyst's choice within which to make sense of the
body of text;

- Ananalytical construct that operationalizes what the analyst knows
about the context;

- Inferences that are intended to answer the research question, which
constitute the basic accomplishment of the content analysis;

- Validating evidence, which the ultimate justification of the content

analysis (2004, pp. 29-30).

Importantly, from the beginning point of his procedural outline,

Krippendorff does not describe how content should be collected for a
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well-formed content analysis to take place. The content to be analyzed
seems not in question, in the sense that the text is already assumed to
be accessible to the scholar (as, for example, a set of recent newspa-
per articles might be), demarcated, and readily available for study. The
formulation of the research question and context narrows the broad
scope of content analysis’ disciplinarity slightly more. (Again, the term
‘text' also refers to images, websites, music, etc.). In the next outlined
step, Krippendorftf emphasizes the importance of tailoring appropriate
research questions, when stating that—in contrast to a deliberately
open-ended interpretive approach to texts—strong research questions
enable the researcher to read a text with more analytical distance. This
allows the analyst to not just follow the author (in the Latourian sense
described in my Introduction) in what the actor says is in the text but
instead read off content with a specific question in mind. In this sense,
the research question could also be described as a methodological tool
in itself, with which to create a selection or sample of the data appropri-
ate for answering the question.

As Krippendorft asserts, “[data] become[s] text to the analyst within
the context that the analyst has chosen to read [it], that is, from with-
in the analysis" (2004, p. 33). The analyst's background and scope and
the research questions in combination provide the texts with a novel
interpretive mechanism, within which they can be analyzed. A polit-
ical scientist and an anthropologist might analyze the same piece of
text differently, for instance. With regards to the analytical construct,
Krippendorff stresses the importance of the research context in which
a given text "would arguably make sense" (2004, p. 35). The analysis of
text should be conducted in line with what is known about its uses.
Krippendorf's fifth point constitutes the core of content analysis, in so

far as the analysis enables the researcher to make inferences that scale
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appropriately. Krippendorff emphasizes the strength of abductive in-
ferences—meaning those findings that are made across "logically dis-
tinct domains" where multiple variables are taken into account—and
compares this approach to the logic of reasoning employed by Sherlock
Holmes, who uses clues to solve or sort through a larger reality and
situation (2004, p. 38). For example, one can date a text by analyzing the
vocabulary it uses (2013, p. 42), or infer the poignant issues of a city by
studying letters sent to the municipality or local newspaper.

Lastly, and clearly in the interest of not letting abductive inferences
over-reach, or otherwise become scientifically suspect, Krippendorff ar-
gues that all content analyses should be "validatable in principle" (2004,
p- 39). Importantly for Krippendorff, this means there is a necessity to
enable correlation of the research results with other data or informa-
tion that stands outside the scope of the original analysis. The question
of when the data requires a baseline outside of the content under study
is one that resonates in the study of web content.® In the realm of con-
tent analysis, this discussion has also taken place, including the sug-
gestion of validating mass media content analysis (of culture) with au-
dience interviews (Krippendorff, 2013, p. 44). For example, Gerbner on
multiple occasions tried to correlate his Cultural Indicators research on
violence in prime-time television with a survey on whether people also
concurrently perceived the world as a violent place (Gerbner, Gross, Si-
gnorielli, Morgan, & Jackson-Beeck, 1979).

While the definition and demarcation of content was never that
straightforward in the case of offline mass media materials, the rise of
digital media has further complicated these matters. Digitization of

content changed the nature of the materials already, raising new ques-

18 - See for instance Rogers, Janssen, Stevenson, & Weltevrede (2009).
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tions (e.g. Should column-width still be considered?). With hyperlinks,
content became networked and thus harder to demarcate (Where does
this content end?). Search engines brought about new ways of present-
ing and ranking data (What is the most important source?), and plat-
formization gives shape to the far-stretching entanglement of social
media with other web content.”

As 1 will discuss in this chapter, the defining characteristics of web
content pose new challenges to the above outlines, conditions, and ex-
pected consequences of what once fell under the purview of content
analysis. To make a move into what I name in this thesis as networked
content analysis—the application of content analysis on the web and
the challenges thereof—it is important to engage with the challenges
of this transition as these have been pre-conceived and processed by
scholars identifying with the foundations of the field. This includes the
work of Sally McMillan, who describes the study of web content as like
looking at “a moving target through a microscope" (2000, p. 80). Web
content in the late 1990s was in many respects different from web con-
tent in 2009 or 2014; this is a fact that should never be lost hold of.
In the late 1990s, which is the period in which the studies McMillan
reviews in her paper were conducted, the web did not yet have ‘plat-
forms’ and was still in its early days of search engines and web browsers.
Content was, however, already networked by hyperlinks and website

features, which thus were the focus of many analyses of this period.

19 - See also Helmond (2015).
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WEB CONTENT ANALYSIS:

A MOVING TARGET SEEN THROUGH A MICROSCOPE (MCMILLAN)

In her article, “‘Web content Analysis: a moving target seen through a mi-
croscope, notably included in Krippendorff’s 2004 edited volume Con-
tent Analysis: An Introduction to its Methodology, McMillan takes stock of
the challenges researchers face when applying traditional content anal-
ysis techniques to the study of web content. Interestingly, McMillan
takes up certain directives from Krippendorff’s original content anal-
ysis framework to systematically track the present theoretical varieties
of contemporary content analysis methods and theories in this paper.
Firstly, McMillan compiles a collection of papers by searching the Social
Sciences Citation Index (SSCI) for the keyword combinations "web" and
"content analysis" as well as "Internet” and "content analysis." Secondly,
McMillan seeks papers from selected communication journals as well
as communication conferences not indexed in the SSCL. Finally, she ex-
pands the list by checking the bibliographies of all the found sources,
and adding relevant cited studies to the list. In all, she finds a total of
nineteen studies dedicated to content analysis on the web (McMillan,
2000, p. 88) and another eleven studies that are dedicated to the analy-
sis of other digital content, such as email and ListServs, both of which
were important online media at the time but which are not included in
her final study.

Having collected her sources, McMillan relies on a research proto-
col close to Krippendorff's, checking each study for the resemblance of
its components and methods to the original content analysis frame-
work (McMillan, 2000; Krippendorff, 2004). She then compares the
19 articles to identify how the challenges of applying content analysis

to web content research were being dealt with by each of the authors.
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From this, McMillan induced five steps that in her view should be part
of all web content analysis studies, and which should be compared to
Krippendorff’s original list above:
1. Formulate the research questions and/or hypotheses;
2. Create a sample;
3. Further define categories:
(a) Establish the time period of the study, as web research calls
for rapid collection of data,
(b) Identify context units;
(c) Develop coding units;
4. Train the coders and check the reliability of their coding skills;
5. Analyze and interpret data.

1 want to discuss this paper in more detail because McMillan does try
to address the issue of content collection that goes unstated in Krip-
pendorff. Firstly, aiming to summarize how scholars collected their
content, McMillan carefully lists the sampling strategies she has found
in her list of 19 studies. She notes a wide variety of ways in which the
researchers compiled their collections of websites to be analyzed. Most
of the studies identify existing lists of reputable sources. In a footnote,
McMillan issues a warning for web researchers using search engines, a
novel tool at the time, stressing the importance of knowing as much as
possible about how a search engine chooses and prioritizes its results
before deciding how to use it for sampling. (I will more fully elaborate
on this issue through the case study and argumentation of chapter 4
that deals with search engine results for the analysis of the position and
resonance of climate skepticism on the web.)

Comparing McMillan's assembled lists of steps to the original

provided by Krippendorff, one important component is now missing,
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which is validatability. This omission, 1 argue, very directly points to
one of the key problems in using traditional content analysis methods
without alteration in the analysis of web content: the fact that valida-
tion, which presumes an offline reference as a baseline, is not always
possible in the analysis of digital and networked content. 1 would pro-
pose that an offline validation of online research in many cases is im-
possible. Thought-provokingly, scholars have asked in which cases the
online is the only relevant baseline (Moats, 2012; Rogers, 2009). Linguist
and information scientist Susan Herring recognizes that web content is
indeed a different kind of object compared to the pre-web content of
Krippendorft’s time. In her 2010 paper, Web Content Analysis: Expanding
the Paradigm, she calls for a widening of the research paradigms and

methods attendant to web-oriented content analysis.

WEB CONTENT ANALYSIS: EXPANDING THE PARADIGM (HERRING)

Rather than proposing wholly novel means of analysis, Herring propos-
es a combination of methods from various disciplines that can help the
analyst to research the new kinds of content that occur on the web.
Herring begins her contribution by noting the semantic differentiation
between "web [content analysis]," a narrower kind of research where
traditional content analysis methods are applied to the web, and "[web
content] analysis," or what she calls WebCA, which is the analysis of
web content in a broader sense, where various "traditional and non-tra-
ditional techniques" can be applied (Herring, 2010, p. 235). Herring pro-
motes the latter by showing how traditional content analysis can be
combined with methodologies from disciplines such as linguistics and

sociology to offer a more workable response to the challenges offered
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by "new online media” (2010, p. 246). She illustrates this with examples
from blog analyses and conversations online.

Herring's "more general” definition of web content covers "various
types of information ‘contained' in new media documents (...), all of
which can communicate meaning" (Herring, 2010, p. 245). This defi-
nition is very similar to the earlier definitions of content analysis that
were critiqued by Krippendorff, for the presumption that content is
“contained in messages, waiting to be separated from its form and de-
scribed,” as the true nature of content “resides inside a text” (Krippen-
dorff, 2004, p. 20). The broadening that Herring proposes is, in fact, a
return to another specific idea of content, where various content types
(all of which Krippendorff would refer to as text) can each communicate
meaning. The broadening of the paradigm in her paper's title refers on
the one hand to the inclusion of the analysis of these various types of
online content. In other words, besides the more traditional content
elements that might be considered by content analysts, such as images,
themes, and features, she includes a range of newer online-only (or: na-
tively digital) elements, such as the hyperlink.

Furthermore, Herring argues that the research practice she denotes
as ‘[web content] analysis’ would benefit from a broadening of its meth-
odology, by including methods from other disciplines (Figure 1). From
sociology (and social network analysis), it is possible to attend to link
analyses, from communication science (and content analysis) one can
do feature analyses, and from linguistics (and discourse analysis) the
contributing methodologies make it possible to produce computer-me-
diated discourse analysis. Rather than proposing medium-specific ap-
proaches to ‘web content analysis, she proposes to broaden the meth-
odological apparatus, by including other non-web-specific methods

from different disciplines.
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Discipline: Sociology Communication Linguistics

Methodology: - _ Social ' Content Analysis ... Discourse Analysis
Network Analysis ey \
Applied to Link Theme/Feature  Computer-Mediated
the Web: Analysis Analysis Discourse Analysis
By: (Foot, (McMillan) (Herring)
Schneider)

Figure 1: Widening of the content analysis paradigm. Herring's brief over-

view of approaches to web content analysis (2010, p. 240).

In her critique of McMillan's five-step research protocol, Herring ar-
gues that web content analysis follows "somewhat different norms
from those traditionally prescribed for the analysis of communication
content by researchers such as Krippendorftf and McMillan" and may
even be developing new norms (Herring, 2010, p. 237). She stresses that
Krippendorft's framework also has been used rather liberally in content
analysis practices. Furthermore, she notes, “a growing number of web
studies analyze types of content that differ from those usually studied
in CA—such as textual conversations and hyperlinks—using method-
ological paradigms other than traditional CA" (Herring, 2010, p. 238).
Herring offers a new list of five steps for web content analysis, or more
specifically that of "computer-mediated discourse analysis" (CMDA),
which she initially developed in 2004 (Herring, 2010, p. 238). CMDA
is described as "language-focused content analysis supplemented by
a toolkit of spoken conversation and written text analysis" (Herring,
2010, p. 238).

Herring's checklist for web content analysis is similar to that of Mc-
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Millan but offers in her view a more "pragmatic” (Herring, 2010, p. 238)
point of departure:

a) Articulate research question(s);

b) Select computer-mediated data sample;

¢) Operationalize key concept(s) in terms of discourse features;

d) Apply method(s) of analysis to data sample;

e) Interpret results.

Like Krippendorff and McMillan, Herring does not begin her proce-
dures for content analysis with any specific mentioning of the exact
means of collecting data but instead takes the data set to be something
already given. Although the checklist may suggest that the research
question would lead the analysis, at the same time she urges researchers
to "choose a research question that is “empirically answerable from the
available data" (Herring, 2010, p. 238). Herring also promotes flexibility
in determining the sample types and coding categories based on the
available data set. She builds a plea for a widening of the paradigms
of content analysis, including the objects of such analyses, based on
the assertion that most preceding approaches to content analysis fo-
cus on features and themes alone. She finds that in her own research
practice of computer-mediated discourse analysis as applied to blogs,
the research techniques of content analysis are indeed "well suited for
analyzing structural features of blog interfaces" and "analyzing themes
represented in blog entries and comments" (Herring, 2010, p. 241).
Furthermore, although Herring rightly points out that the field of
web content analysis nowadays extends beyond the use of convention-
al pre-web content analysis methods being merely applied to the web,
it is clear that even this multi-disciplinary approach still attempts to

separate content from its carrier. In this dissertation, working beyond
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these concerted but insufficient attempts to update content analysis for
the (changing) present media age, 1 want to show how and why this
(persistent) separation of content and carrier can no longer hold with

online networked content.

TECHNICITY OF CONTENT

As outlined in the introduction to this chapter, my emphasis on the
technicity of content stems from the observation that web content is
networked. The networked character of online content means that
content now includes technical agents that network it, such as in-text
hyperlinks, tags, and social buttons.>® Re-considering the early disci-
plined approaches of content analysis, we can see how networked con-
tent raises numerous methodological questions, many of which have
been pointed out already, for instance in the above work of McMillan
and Herring. When demarcating and collecting the relevant content at
stake in an analysis, one may wonder, for instance, where exactly the
content of an article in an online newspaper ends. Should the hyper-
linked pages be included in the study? How should the social buttons be
treated? Are all these links and buttons mere features to be counted and
quantified, or should they be analyzed otherwise?* My propositions for
20 - This term ‘agents’ implies that these pieces of content have agency, which I ar-
gue is indeed the case. These technical specificities not only present or structure text
differently, they are also co-authoring the text. The chapter on Wikipedia will pro-

vide examples of this, when I zoom in on the activity of software robots authoring
and editing articles.

21 - Similar questions arise in the research (and practice) of web archiving, where

national libraries and other organizations aim to demarcate and archive a ‘national
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networked content analysis urge the analyst to move beyond the analy-
sis of web page features to treat the particular technicities of content—
exactly this complexity—as part of the text under study, as Krippendorff
would phrase this. Only when we include these technical specificities
in the analysis of content rather than attempting to separate content
from its carrier, can we meaningfully apply still-key foundational con-
tent analysis techniques to natively digital content.

In line with Krippendorff, who states that the meaning of content
emerges through its analysis, we could say here that the technicity of the
content, and further, the algorithmic logic behind platforms (such as
Twitter and Facebook) and search engines (like Google) that rank and
organize content, both serve and give shape to this technicity while
forming the unique context of web content. The fact that online content
is networked and dynamic shapes the context, and in turn, the means
of the analysis. In the last part of this chapter, 1 will give an example
of technicities of content from the platforms 1 study through Digital
Methods, methods in which the quantitative measures that are built
into the medium are deployed for networked content analysis. Krippen-
dorff’s sensitivity to the context of the text and the materiality thereof,
which 1 observe to have receded in later content analysis methods for-
mulations by scholars like McMillan and Herring, can from this point
regain prominence for a networked content analysis.

There is no single common type of online content, as we have seen
from McMillan and Herring’s attempt at an overview (alongside many
other attempts, e.g. Weare & Lin, 2000), and as is evident from the ex-
amples of different types of web content I provide in the case studies

that follow. Rather than emphasizing the pluriformity of the web’s

—_—

web, Similarly, Internet censorship tries to demarcate ‘forbidden content, and grap-

ples with similar questions (see our study on the Iranian web (Rogers et al., 2013)).
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content ‘types, 1 would like to productively distinguish between various
platforms with which content analysis must come to terms.?* Platforms
are “portals or applications that offer specific Internet services, frame-
works for social interaction, or interfaces to access other networked
communications and information distribution systems” (Platform Poli-
tics, 2011). Many researchers have described how the Internet can easily
be observed to be changing into a constellation of platforms, which are
fast becoming our main means of accessing online information (Hel-
mond, 2015). This tendency adds to the urgency for content analysis
approaches to be able to deal with platform-specific aspects of content.

The approach of networked content analysis that 1 put forward,
given these above considerations, is based on two overarching princi-
ples. The first is that web content is increasingly accessed and organized
through search engines and platforms. The second principle is that the
technicity of content should be part of the analysis of such networked
content proposed. In this way, I consider techniques of content anal-
ysis that are inclusive of the specificity of the platform in networked
content analysis, and that enable the researcher to study content, with
an enhanced literacy for its dimensionality and movement, within
and through the technical specificities and cultures of online content
in context. This entails analytical sensitivity that recognizes that each
platform networks, handles and serves content differently, for instance,
search engines serving search results in a ranked list, Wikipedia clean-
ing and organizing its content with robots, and Twitter linking content

through hashtags.

22 - The idea of content segmentation has been popular in Internet marketing since
the early 2000s, where it refers to the segmentation of content within one website, to

attract various audiences. See for instance (“Content Segmentation,” 2012).
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NETWORKED CONTENT ANALYSIS WITH (OR AS) DIGITAL METHODS

Perhaps the most significant difference of emphasis, also from Krippen-
dorf, that 1 am making in this thesis’ propositions for networked con-
tent analysis is for the research question to lead to the collection of data
or to a specific query within an existing data set, rather than the other
way around. To emphasize this research need at the level of methodol-
ogy and protocol is clearly quite contrary to the pre- and early-digital
methods of content analysis (as shown in the research protocols earlier
in this chapter). Networked content analysis as outlined in this disserta-
tion can start with a question involving a set of actors in a specific issue,
as | engage climate change skeptics (detailed in Chapter 3), and in a La-
tourian way follow these actors across platforms and sources, looking at
their resonance, their language, and their networks. Such an approach
to online content is partly drawing on the techniques and strengths of
issue mapping, the multidisciplinary research practice described in the
introduction to this dissertation, where the objects of study are ‘issues’
themselves, and where analysis may include how these issues manifest
online, within specific platforms. Issue mapping can follow a topic as
it traverses sources, for example, or capture multiple online spaces in
a comparative analysis. An example of this is offered by Climaps, where
a mapping of the issue of climate change across sources and platforms
resulted in an online atlas of climate change (EMAPS, 2014a).

Given that this demarcation of content is such an important part of
networked content analysis research, much attention needs to be paid
to the design and fine-tuning of search strings when using engines and
related tools. Clarifying refined queries for specific source sets enables
the researcher to answer the research questions with their gathered

data. Rather than using predefined categories or translating jargon into
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more common terms, such inquiries also aspire to follow the actors’ in
their own (issue) languages (Latour, 2005). Thus, research queries re-
spect the terms employed by the actors. Source sets may be convention-
al, such as from leading environmental or human rights organizations'
public data, or they may be derived more directly from web engines or
platforms, e.g., the leading organizations according to a search engine
query, or the sub-issues resonating in a set of tweets.

Critical views on issue mapping with digital methods highlight the
problem of the methods’ and tools’ dependency on already problemat-
ic proprietary walled gardens, and otherwise volatile ever-innovating
commercial web platforms, such as Facebook and Twitter (Van Dijck,
2013). Scholars particularly warn of the sheer impossibility of distin-
guishing between the working logic of web platforms and the exem-
plarity of ‘platform artifacts’ (Marres, 2015; Marres & Weltevrede, 2013a;
Rogers, 2013). For example, the most ‘retweeted’ content on Twitter
may just be the most Twitter-friendly content; therefore, we may only
be finding out more about the logic of the platform itself, rather than
the issue under study or the eventfulness of a certain tweet (Marres,
2015). When dealing with online content, therefore, one needs to take
into account the socio-technical logic of the platform itself as part of
any analysis (Niederer & Van Dijck, 2010). In fact, with the explosive
rise of (big) data, attention to socio-technical logics of platforms must
be further prioritized as social research increasingly makes use of what
is called Live Research (Back et al., 2012; Marres & Weltevrede, 2013a),
where masses of content (with specific forms and technicities) are ag-
gregated in real-time, copied onto other networks, and archived across
the (social) web. Furthermore, data analysis and the tools that enable
this are built on highly dynamic web services. In a critique of the famous

Google Flu Trends project, David Lazer et al. write how Twitter, Face-
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book, Google, and the Internet more generally are constantly changing
because of the actions of millions of engineers and consumers (2014, p.
1205). Understanding and studying these platforms as socio-technical
systems for what they are, is of utmost importance, as they are "increas-
ingly embedded in our societies" (p. 1205). In this dissertation, 1 develop
such a socio-technological perspective on the controversy surrounding
climate change as presented and debated on the web.

Consequent to the process of data collection, and then the querying
of that data through refined search queries, the decision to visualize the
data arises. Visualization here is not a mandatory step in the analysis.
However, it can be considered an applied tool for the purpose of visu-
al and descriptive analysis. While the “descriptive turn” has been “em-
braced” in contemporary sociology (Savage, 2009, p. 158),% it does come
with its own ethical questions, if you will. Each time a map is made,
the researcher has to consider the appropriate output of the analysis
“in ranked lists, in cluster graphs, in line graphs, in clouds, on maps”
and on a more abstract level, the visual, critical and even political as-
pects of map-making in their work (Digital Methods Initiative, 2015a;
Wood & Fels, 1992). Sociologist Tommaso Venturini, when discussing
controversy maps, has described social maps as a visual interface to
complex issues: “To be of any use, social maps have to be less confused
and convoluted than collective disputes. They cannot just mirror the
complexity of controversies: they have to make such complexity legible”
(2010, p. 797). Similarly, visualization of data layered onto a geographic
map of an area should render legible the complexity of the area, as well

as the ways in which the social media platforms from which the data is
23 - In this article, Savage makes a strong case for visualization research, stating that
“there needs to be more sociological interest in visualization as process, social artifact

and research tool” (2009, p. 158)
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taken from actually deal with that geo-location. It must be constantly
borne in mind that map-based visualizations have been criticized for
their oversimplification and reductionist approach to vast and multi-
farious data, highlighting some information and obfuscating other data
for the sake of creating a “display [of] what we already know” (Lovink,
2010, p. 152).

1 would therefore like to stress that in this dissertation and relat-
ed research, the practice and objects of mapping are not efforts to ig-
nore the distributed nature of today’s technologies or data, or the rich-
ness of public debate, but in fact to gain a better understanding of the
complex patterns and intersections of competing technologies as they
intertwine form and content.> These maps then function as a naviga-
tional tool through a complex debate, rather than aiming at a reduc-
tionist narrative.” The map is neither the end product nor an aesthetic
inquiry into the data. Here, the visualizations function as an analytical
tool (Card, Mackinlay, & Shneiderman, 1999). The maps then enable
researchers to essentially zoom out, navigate the issue and decide the
directions for further analysis. | endeavor to accomplish this in this
dissertation by studying a single issue across multiple platforms from

different viewpoints and by creating not one all-encompassing ‘moth-

24 - See also Niederer et al. (2015).

25 - As some of my research was part of the EMAPS EU-project (2014), I'd like to refer
here the way in which the analysts of the program articulated their practice of map-
ping while showing full awareness of the value of these emerging critiques, which
can be read in Climaps, the collaborative issue atlas of climate change adaptation
produced as the result of EU FP7 project EMAPS (with principal investigator Bruno
Latour, Sciences Po) and Digital Methods at the University of Amsterdam collabo-
rated with international parties (Barcelona Media, Politecnico di Milano, the Young
Foundation, and the Dortmund Technische Universitit) in mapping the issue of cli-

mate adaptation (EMAPS, 2014a).
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er map’, but a series of different maps and descriptions, of variegated
utility, which underline both the complexity of studying issues through
online content and the entanglement of content with its technicity. Of
course, offline mass media content will also be present in these maps
and analyses, as news and other media (which have traditionally been
subject to content analysis) are referred to in and thus form part of on-
line networked content.

When applied to the study of controversy, as in this case the climate
change debate, the key contribution of networked content analysis lies
in the development of adaptive research techniques that are rooted in
content analysis while suited to networked digital media content. These
methods allow researchers to follow debates and actors across diverse
sources and online platforms. In the next chapters 1 will operationalize
such an approach, in which 1 discuss first how content is networked (on
the web and accessed through Google, Wikipedia and, lastly, Twitter)
and then address a question considering a specific aspect of the climate
change debate. In the case of the web, 1 assess the place and status of cli-
mate change skeptics, within climate science and on the web. Are they
professional climate experts, or professional skeptics? | operationalize
this question by taking a set of key actors and profiling them, if you will,
by assessing their prominence within climate science, their network-
ing behavior, their resonance in search engine results for the issue of
climate change and, lastly, by appraising and discussing their ‘related
content. In the case of Wikipedia, a network of interlinked articles on
climate change and global warming allows for a reconstruction of the
debate over time. Lastly, through the platform of Twitter, 1 provide a
comparative view of the different stages of climate change (skepticism,
mitigation, adaptation, and vulnerability/conflict), and explore the

sub-issue of climate vulnerability in detail.
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CONCLUSIONS

Content analysis has made longstanding contributions to the broad-
est definitions of mediated ‘textual’ analysis, but when applied to net-
worked content evokes a myriad of analytical issues: demarcating the
object of study (where does a website end?), dealing with the dynamic
character of the web (how can you redo the research, when the object
of study constantly changes?), dealing with the unknown algorithms of
search engines (how does one rely on Google without knowing its exact
algorithm?) and so on. Where some content analysts, such as McMillan,
prefer to stay close to the foundations of content analysis, others, such
as Herring, make a plea for the widening of this research paradigm and
its object of study, through the inclusion of methods from adjoining
scientific fields. However, while Herring regards content as contained
in media documents, 1 argue that the separation between content and
its carrier no longer holds with networked content.

As Krippendorff pointed out, it is the specificity of the definition of
‘content’ one chooses that leads to specific kinds or varieties of content
analysis (Krippendorff, 2004). The inclusion of web content’s technicity
into the idea of content itself leads to analyses that make use of, and
deal analytically with, these technical agents. As | have demonstrated
in this chapter, the collection and analysis of web content that follow
the specificities of each platform and operationalizes the specific tech-
nicities at play will lead to a more precise analysis, one that is sensitive
to the networked nature and dynamical movement of online content.
1 have here realigned my work with Krippendorff’s inceptive call to
keep the content together with its carrier (or context), and according-
ly propose that in networked content analysis researchers include not

only the carrier (e.g. the Wikipedia article, the search engine result,
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the Tweet) but also the technicity (e.g. the editing history and content
robots of the Wikipedia article, the ranking of the search results, the
hashtags and retweets networking the collection of tweets) as part of
their analytical approaches.

For the collection of content in early instituted content analysis
methods, the data available was always shaping or assumed to be set-
ting up the point of departure for research. In other words, research
questions enabled the researchers to sample more specific queries from
that available data only. In the methods proposed here, 1 assert the val-
ue of working the other way around. The collection of data occurs af-
ter the research questions are formulated, and starts with the careful
composition of source lists that are to be queried. After the sources are
collected, and the spreadsheets are in place, the queries for the con-
tent sphere’s dominant engine are designed, tested and, if necessary,
tweaked. Subsequent analysis of the content under study often comes
with a map or visualization of the data.

The way forward presented here is a first step in the description of
the contribution of medium-specific digital methods to the field of con-
tent analysis. Of course, it will need and welcome further elaboration,
and, to stay in line with traditions of content analysis, should offer both
a description of the approach on a theoretical, conceptual and histori-
cal level and eventually also hands-on guidelines that lay out the recipe
for a solid project of content analysis. Clearly, I am valuing and mak-
ing progress towards tools and methods for networked content anal-
ysis that stay tied to the inceptive work of Krippendorff. In line with
his thinking, a contemporary web-literate approach titled networked
content analysis remains open to all kinds of content and includes con-
tents’ technical specificities in the value of such. The case studies in the

next chapters offer such medium-specific approaches to climate change
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content on the web (and Google), Wikipedia, and Twitter to ask which
methods might be further tailored towards platform-specific ends, and
which can be scaled from or between platforms.
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Climate Change Debate
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ON DECEMBER I2 OF 2015, A CONSEQUENTIAL AGREEMENT IN THE HISTO-
RY OF GLOBAL CLIMATE NEGOTIATIONS WAS REACHED WHEN 195 COUN-
TRIES ADOPTED THE SO-CALLED PARIS CLIMATE AGREEMENT DURING THE
2IST ANNUAL CONFERENCE OF THE PARTIES, BETTER KNOWN AS COPzL
Two weeks of “fierce negotiations” ended with the words “1 hear no
objection in the room, 1 declare the Paris Climate Agreement adopted,”
spoken by the president Laurent Fabius (United Nations Conference on
Climate Change, 2015). Loud cheers followed and festive pictures were

published along with a dedicated hashtag #ParisAgreement (Figure 2).

: Nations Unies

Conférence sur les Changements Climatiques 2015

COP21/CMP11

Vi

Paris_France =
v )

Longlive Humanity. I.ong live Iife itself.”

Figure 2: #ParisAgreement. Cheers after the declaration of the adoption
of the Paris Climate Agreement on December 12 of 2015 (United Nations

Framework Convention on Climate Change, 2015).
The global agreement that was adopted is a substantiation of the wide-

spread consensus on climate change as a most urgent issue of our times,

or as it is phrased in the agreement itself, of:
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[rlecognizing that climate change represents an urgent and poten-
tially irreversible threat to human societies and the planet and thus
requires the widest possible cooperation by all countries, and their
participation in an effective and appropriate international response,
with a view to accelerating the reduction of global greenhouse gas
emissions (United Nations Framework Convention on Climate

Change, 2015, p. 1).

As such, the agreement marks an important milestone in the climate
change debate, which has spread from a scientific debate to a public
debate. Arguably, the agreement may also signal a new chapter, indi-
cating that, in fact, skepticism is loosing ground. In the case studies
that follow, 1 begin tracing ‘new’ or unfolding elements of this debate
from 2008, the date of the first international skeptics conference, as
discussed in the introduction to this dissertation, moving all the way to
2015. However, as was the case in my introduction, engaging the tech-
nicity of web content (i.e. that of Wikipedia) sometimes requires the
researcher to go back in time to allow for a historical reconstruction of
present issues, or to assess earlier milestones in a current controversy,
such as important IPCC reports and COP events before 2008. As my
dissertation is not a historiography of the debate but rather a study of
the controversy through networked content, I will furthermore not al-
ways discuss the events in chronological order. In my research, tracing
the climate change controversy involves encountering certain objects,
images, publications or events that resonate strongly or even cause a
heating up of the debate.

The most famous climate controversy object in my view is the so-
called ‘hockey stick graph, a chart in which a thick black line powerfully

depicts a sharp and unprecedented rise in global temperatures since the
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late 20th century (Figure 3).
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Figure 3: The Hockey Stick Graph. Graph showing unprecedented rises in

temperature since the late 20t century (Mann, Bradley, & Hughes, 1999).

The hockey stick graph has been widely published, for instance in the

IPCC report of 2001. But a wider audience may know it from the per-

formative account of climate change given in the documentary An In-

convenient Truth (2000), in which Al Gore projects the graph and uses a

lift to follow the unprecedented rises in temperature and COz2 levels all

the way toward the top of the screen. In 2009, the hockey stick graph

found itself at the center of the climate change debate again, with the

so-called Climategate scandal. Following a hack of East Anglia Univer-

sity’s climatic research unit, a selection of emails was leaked in which

climate scientists described the making of the hockey stick graph for
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publication in the journal Nature as the fraudulent-sounding “Mike’s
Nature Trick,” in which research visualizations “leave out the anoma-
lies” (Pearce, 2010).2°

Here rather than contributing to a critical discussion of climate sci-
ence, which is by no means my area of expertise, 1 ask how content
analysis may be amended to include networked content’s technicities,
and, in doing so, learn from controversy analysis and digital methods.
My dissertation thus aims to contribute to those respective fields, as
well as to previous scholarly work on the climate change debate, espe-
cially its mediation through networks. Academic research on the cli-
mate change debate has taken as its point of departure the histories of
events, objects, and scandals, and studies their coverage, framing and
impact across a broad spectrum of mediation, from mass media to sci-
entific literature. Scholars have for instance focused on public aware-
ness and the general public’s engagement with the issue. With central
questions such as “Do people believe in climate change? And is the per-
centage of people who believe climate change is taking place increasing
or decreasing?” surveys and polls are undertaken by organizations such
as Pew Research Center (Kohut, Doherty, Dimock, & Keeter, 2009). The
outcomes of these reports are referenced in scholarly works that look at
public opinion and the public understanding of climate change (Mos-
er, 2010). Other scholars have created timelines and so-called trend
chronologies, which “summarize public opinion across key dimensions
including [...] public awareness of the issue of global warming” (Nisbet
& Myers, 2007, p. 444) to analyze the development of public opinion

over time. Another strong tradition of climate change debate research
26 - However, research based on Google Trends data has shown that the Climate-
gate scandal in retrospect has had only short-lived effect on the public debate around

climate change (Anderegg & Goldsmith, 2014).

66



in the tradition of media monitoring to measure the coverage of the
issue in the news, for instance by comparing its coverage across a set of
newspapers (Djerf-Pierre, 2012).

A different strand of climate change debate coverage research lon-
gitudinally monitors the coverage of the climate change debate in mass
media (Nacu-Schmidt et al., 2016). Here, the focus can be on television
shows or printed news, or on specific features of the coverage such as
the use of imagery in environmental news (O’Neill, Boykoff, Niemey-
er, & Day, 2013). Longitudinal analysis of news coverage can reveal so-
called ‘issue attention cycles’ in a specific country or in a comparison
across countries (Brossard, Shanahan, & McComas, 2004; Carvalho &
Burgess, 2005). The related concept of news spirals (Djerf-Pierre, 2012)
refers to the phenomenon that once the climate is in the news, this
creates a general upsurge of other environmental news. Studies specif-
ically centered on events and scandals zoom in on controversy objects
such as Climategate or debates around (alleged mistakes in) the IPCC
reports (Anderegg & Goldsmith, 2014; Hoffman, 2011; Nerlich, 2010).
Rather than looking at controversy objects as a starting point, in the
following case study, I will enter the climate change debate through the
scope of its actors, who 1 will approach using scientometric analysis and
networked content analysis, for which 1 will conduct both hyperlink
analysis and search engine-based resonance analysis.

As the climate change debate is not limited to a single communica-
tion channel but takes place across online platforms, I will first consider
Google Web Search—a dominant entry-point to the web for many—as
a beginning platform through which to operationalize some endeavors
of capturing, reading and analyzing this controversy’s content. Whereas
Google Web Search has grown dramatically since 2008 (as have Twitter

and Wikipedia, the other platforms discussed in the next case studies of
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Chapters 4 and 5) its role in controversies has not been systematically ex-
amined. In this first case study, 1 will discuss Google Web Search in a net-
worked content analysis of the climate controversy in the period of 2008
- 2011. The case study asks how the technicities of networking (through
hyperlinked websites) and search (e.g. its output of ranked lists) might
be used to measure the prominence of specific actors in specific issues,
in this case looking at the networks and resonance of climate change
actors. By ‘climate change actors’ 1 mean to indicate both non-skeptical
climate scientists (for lack of a better term) and climate change skeptics.
‘Climate change skeptics’ here refers to those skeptical of climate change
and its sub-issues such as man-made global warming, unprecedented
global warming (temperature rises), and a variety of the methods em-
ployed to study climate change. All scientists are ‘skeptical’ to a certain
extent, so when 1 use the term ‘non-skeptical climate scientists’ it refers
to scientists who do not publish skeptical articles on the anthropogenic
causes or unprecedented effects of climate change. 1 choose the term
skeptic over ‘denialist’ (a stronger term often used by those who stand in
opposition to these skeptical actors) while bearing in mind that the term
‘alarmist’ as used by climate change skeptics to describe their opposition
is also rhetorically overloaded. Importantly, ‘deniers’ and ‘alarmists’ are
labels used by others to describe and already delegitimize these specific
actors, not by the actors to describe themselves.

In order to assess what the techniques of networked content anal-
ysis applied in this dissertation may add to the study of the climate
controversy, 1 pair its approach with that of scientometrics (or the
quantitative study of science), a traditional means to study the promi-

nence of scientific actors within a specific scientific field. 7 In all, this

27 - This study was published in the European Journal of Media Studies, NECSUS
(Niederer, 2013).
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chapter assembles a profile of these actors’ (aspired to) positions inside
and outside academia, and offers a finer-grained picture of the status,
group formations and issue commitments of climate change skeptics.
The chapter in this way assumes that the question of whether these ac-
tors are scientists or lobbyists holding open or reopening the climate
change debate into controversy is an extremely current question, and
that finding answers towards such questions as I do here, is integral to a
better understanding of the climate change debate’s entanglement with
stakeholders.

In the introduction to this dissertation, 1 have outlined that the
group formation of these skeptics has been key to climate change be-
coming a major controversy. As I detailed in that chapter, the first in-
ternational conference for climate change skeptics was organized in
March 2008. The Heartland Institute, a Chicago-based libertarian pub-
lic policy think-tank, organized this event with the inaugural title, Can
You Hear Us Now? Global Warming is Not a Crisis! The format was that
of a traditional scientific conference with three days of parallel sessions
and keynote speakers as well as online proceedings (The Heartland In-
stitute, 2008). In his opening remarks, Heartland’s president Joseph L.
Bast stressed that the conference featured talks by “over 200 scientists
and other experts from leading universities and organizations from all

over the world.” Bast furthermore stated that
[t]hese scientists and economists have been published thousands
of times in the world’s leading scientific journals and have written
hundreds of books. If you call this the fringe, where’s the center?

(The Heartland Institute, 2008)

Bast gave credence here to climate skeptics as core actors in climate
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science, while most descriptions of climate change skeptics, wheth-
er by watchdogs (e.g. watchdogs of corporate PR campaigns such as
SourceWatch.org), journalists or scientific analysts, paint a less flat-
tering picture. Scholars have emphasized how skeptics effectively keep
the climate conversation alive as a controversy in the face of increasing
statements of consensus from the global scientific climatology com-
munity (Oreskes, 2007a, 2007b). Skeptics are often criticized for having
strong ties to specific industries invested in the status quo reproduction
of our climate-changing economy, as described in books such as Mer-
chants of Doubt (Oreskes and Conway, 2010) and Doubt is their Product
(Michaels, 2008), as well as the report Smoke, Mirrors and Hot Air: How
ExxonMobil Uses Big Tobacco’s Tactics to Manufacture Uncertainty on
Climate Change (Union of Concerned Scientists, 2007) and various ac-
ademic papers (Schmidt, 2010). These publications describe how indus-
try-funded skeptics insist on the lack of consensus on anthropogenic
(i.e. human-induced) global warming, using strategies from prior de-
cades’ tobacco industry-funded research that downplayed truth claims
on the health risks of smoking. In October of 2015, this topic flared up
in the news, as the New York attorney general announced an investiga-
tion of Exxon Mobile “to determine whether the company lied to the
public about the risks of climate change” (Gillis & Krauss, 2015).

The industrial and financial ties of climate change actors have been
visualized for public awareness and comprehension in projects such as
Exxonsecrets. This watchdog project by Greenpeace shows key scien-
tists, spokespersons, and organizations that have received Exxon-Mo-
bil funding since 1998. Figure 4 shows a map of the affiliations of the
prominent climate change skeptics Willie Soon and Sally Baliunas and
depicts which of those organizations have received funding from Exx-

onMobil. On the left, Soon is depicted as having six institutional af-

70



filiations (for instance with the George C. Marshall Institute and the
Fraser Institute), four of which have received funding from ExxonMobil
and one of which is the American Petroleum Institute. On the right-
hand side, Baliunas is shown to hold eleven institutional relations, ten
of which have received ExxonMobil money and one of which is also
the American Petroleum Institute. Economic visualizations like this, of
supposedly ‘disinterested’ scientific debate and controversies, are de-
signed to activate public comprehension of bias and (sometimes artifi-
cial) controversy in the networked, public mediation of so-called “scien-

tific research” on climate change.
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Figure 4: Exxonsecrets. Map showing the institutional relationships of
Willie Soon (left) and Sallie Baliunas (right) and their funding by Exx-

on-Mobil since 1998 (Greenpeace, n.d.). See also URL: http://www.exxonse-

crets.org/index.php?mapid=1804.

Rather than zooming in on the industrial ties of specific climate change

researchers, in this chapter, 1 want to zoom out to laterally consider the
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place and status of climate change skepticism, that is, the resonance of
skeptics, within the networked content of climate change science and
its online debate. 1 will start with a brief discussion of scientometric
analyses of these prominent climate skeptics.?® In these analyses, 1 take
to the opening statement of the first international climate change skep-
tics’ conference abovementioned, to turn its claims of authority into
a question. Putting aside the epistemological claims of the conference
content, | trace its main actors to assess whether these climate change
skeptics are indeed at the ‘center’ of climate change debates. Here, 1
drew on a data set of over 15,000 scientific articles on climate change
that had been cited at least three times, to find whether these skeptics—
speakers of the first Heartland conference—were indeed located at an
authoritative ‘center’ of climate science.?

Related to this understanding of citation networks, the utility of
hyperlinks for online content analysis has been asserted by many schol-
ars. Here, 1 would like to point specifically to the work by those media
scholars who describe links as being both an indicator of reputation
and the performance of politics of association (Dekker 2008; Gerlitz

and Helmond 2013). For example, not all organizations link to all other
28 - Some of the specific research methods that | am employing may be unfamiliar
to existing content analysis or other media studies approaches. Scientometrics uses
data sets of scientific publications and assesses these through citation analysis. More
specifically, scientometric analyses can extend from tracking citational behavior and
referencing, to understanding these processes as constructing norms and rules of sci-
entific writing, to considering how specific or groups of texts play out in an inter-ref-
erential network of influence and authority (Wouters 1999). Citational behavior as
indexed by 1SI Web of Science thus provides the researcher with a searchable data set
of scientific publications that are networked by interlinking.

29 - For this study that tested claims made in 2008, the sample is limited to those
publications cited at least 3 times by July of 2008.
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organizations that work in the same field; they rather link only to the
organizations that they prefer to be associated with. New media scholar
Axel Bruns describes the IssueCrawler, the hyperlink analysis tool used
in this chapter to conduct hyperlink analysis and visualize the hyperlink
networks, as “predominantly designed for identifying ‘issue networks,
that is, networks of websites which form around the interlinking and
exchange of information pertaining to specific issues or topics” (2007).3°

This technique of hyperlink analysis has been applied to the cli-
mate change debate before. In the paper ‘Landscaping Climate Change’
(2000), Rogers and Marres describe the study of hyperlinking as a
means to map the debate around an issue. They regard linking as a way
to recognize other participants in the debate and “[s]imilarly, non-link-
ing is a sign of non-recognition, or, more radically, is an act of silencing
through inaction. (Greenpeace does not link to Shell, but Shell links
to Greenpeace)” (Rogers & Marres, 2000, p. 157). When thinking of a
hyperlink in terms of recognition or as politics of association (Rogers,
2004, p. vii), the link can also be deemed and repurposed as an instance
of group formation, as described in the Introduction to this disserta-
tion in reference to the work of sociologist & philosopher of science
Bruno Latour, who has argued cogently for the fact that there are no
groups “without a rather large retinue of group makers, group talkers,
and group holders” (Latour, 2005, p. 32).

Important to mention here is that this use of hyperlink analysis has
been recognized as an important technique by content analysis too. In
the third edition of Content Analysis: An Introduction to its Methodology
(2013), Klaus Krippendorff describes hyperlink analysis as a means to

study issue networks and answer issue-related research questions re-

30 - URL: http://firstmonday.org/ojs/index.php/fm/article/view/1834/1718.
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garding the composition of actors, influence and authority within the
network, and the life of an issue over time (when conducting longitudi-
nal analysis) (2013, pp. 234-235).3' The mentioning of hyperlink analysis
and its qualities for issue research in this handbook not only demon-
strates again the willingness of content analysis in is original form to
open up to such digital research methods and objects. The inclusion
of this research technique also stresses the importance of the further
development of networked content analysis and makes a case for the
inclusion of hyperlink analysis therein. As hyperlinks are the basic ‘web-
by’ way to network online content, they are a key means to trace and
capture affiliations, aspirations, and alignment between actors.

The third way in which 1 will measure the reputation of climate ac-
tors and their viewpoints within larger contestations of climate change
knowledge online is through what 1 call ‘resonance analysis. Here, a
demarcated set of sources, in this case, the top results for the query of
[climate change], is assessed for the presence (and absence) of climate
change skeptics, as well as other scientists in the top search findings.
This is of interest on two levels. Firstly, we may ask which sources make
it into the top of the results in Google Web Search. Often critically re-
ferred to as a ‘black box; due to its undisclosed algorithm, it is known
that Google grants status to sources that are both established (as in
receiving many in-links from other websites) and relevant as in often

clicked, a logic that has been discussed in relating PageRank to citation

31 - Here he refers to the definition by Heclo, who “introduced the term in 1978 to
describe connections between people who regard each other as knowledgeable and
interested in particular public policy issues and who work these issues out essentially
among themselves” (2013:233). Krippendorff also cites Rogers who uses the term in

reference to the output of the IssueCrawler (2013:234).
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analysis (Rieder, 2012).3>3:34 Secondly, such analysis makes visible which
sources grant voice to the skeptics prior-identified from the Heartland
Conference program. Which of the top 100 results are proven to be the
most ‘skeptic-friendly’ websites? And who of the prior identified skep-
tics appear most frequently? This harkens back to traditional means of
content analysis, where in media monitoring the airplay of specific ac-
tors (for instance, a ‘Democratic presidential candidate’ versus a ‘Dem-
ocratic presidential candidate in a televised pre-election debate’) would
be counted and analyzed. Lastly, it enables an assessment of who makes
it into the top results (a technique referred to as “source distance anal-
ysis” (Rogers 2013, p. 112).

This actor-centric approach to the comprehension of the work
and networks of skeptics leads me to raise further important questions
about climate change skeptics’ issue commitment, once it becomes pos-
sible - and useful - to map skeptics’ (non-) scientific publications on

topics other than climate change. In other words, their claims towards
32 - In this paper, Rieder conducts a historical analysis of PageRank through two
paper publications (Brin and Page 1998; Page et al. 1999) and two US patents for Pag-
eRank, and explores their references to citation analysis (and similarly to sociometric
literature), where the patents interestingly prove a richer resource for such references

(Rieder 2012).

33 — See also: Weltevrede (20106), for her historical discussion of the changes in its
algorithm over time which she bases on “Page and Brin’s whitepaper (1998), key pat-
ents and empirical projects” and in which she underlines that “Google Web Search’s
current algorithm is not only PageRank but consists of over 200 signals and metrics”
(2016, p. 105). Relevant to note here is that, as in my own work, Weltevrede strives
not to know the algorithm but to research with algorithms (2016, p. 105).

34 — See also Clay Shirky’s speculation on “algorithmic authority” (Shirky, 2009), or
the discussion of the trust people place in the algorithms of Google, Twitter and
Wikipedia alike in Rogers (2013, p. 96).
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scientific rationality can be further researched by asking whether such
claims are actually (scientifically) concerned with climate change at all,
or with the political questions that acceptance of the science might
raise. This is less of a radical move than it may seem at a first glance.
Consider for example that one of the most prominent Dutch climate
skeptics is the president of Stichting Skepsis, a foundation that deals
with not just one controversy but many (making climate change a tar-
get of purposeful scrutiny to the point of delegitimization, alongside
topics like homeopathy and so on). To understand how such controver-
sies are networked online into issue relations, through issue actors is to
understand the network of a controversy’s content and actors, and to
study the complex ecologies of debates through the distances and con-
nections between them (as I will bring into practice again in chapters 4
and 5 on Wikipedia and Twitter). Such analyses give space to the drama
in the network, to paraphrase Noortje Marres (2007).

Before applying these three methods of analysis to the actions and
impacts of skeptics (through hyperlink analysis, actor-oriented actor
resonance analysis, and actor-issue commitment analysis) a brief dis-
cussion of my mapping of the issue within science is necessary. Here 1
make use of the 1SI Web of Science to chart the position of these skep-
tical scientists within climate science; from this 1 can test how fringe or

central to climate science these actors are.

CLIMATE CHANGE SKEPTICS: MAINSTREAM OR FRINGE?

This scientometric analysis of the identified skeptics’ position tests the
claim that they are in the scientific center (of climate science). A ques-

tion that might be raised is whether climate change skepticism should
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be considered to be its own field in the sense of a particular distribution
of disciplines, and following this, whether the composition of climate
skepticism mirrors that of climate science. In other words, whether
they are doing the same science and generating different results that
would technically add up to a ‘controversy’ or whether something more
complex than this is operative in the politics of online climate change
knowledge. Thus, to consider whether skeptics are at the ‘center’ of cli-
mate science, 1 will first compare the academic disciplines of skeptical
authors and assess whether they mirror the composition of climate sci-
ence authors. 1 then look at publications in climate science and com-
pare these to a subset of academic publications from climate skeptics.
The aim of this analysis is to first to get a better understanding of the
place and status of skeptics within climate science, and then to com-
plement this with networked content analysis techniques capable of
shedding light on the role of such actors within a controversy that plays
out inside and outside of advanced, scientifically adjudicated academic
research settings.

The basic data for my starting point is a list 1 have compiled of
prominent skeptics to which 1 will apply the scientometric analysis. The
prominence of the actors has been determined through reference to
prior-developed listings of climate change skeptics mentioned by Wiki-
pedia entries, previously mentioned watchdogs, and other scholars’ ac-
ademic analyses of such.» Cross-referencing these existing listings with
the line-up of keynote speakers at the Heartland conference of 2008,
1 obtained a short list of 15 prominent climate change skeptics: Sallie

Baliunas, Joseph Bast, Paul Driessen, William Gray, Sherwood Idso, V4-
35 - For the compilation of the list, I have triangulated lists of skeptics from:
(McCright & Dunlap, 2003; Mother Jones, 2005; Sourcewatch, n.d.; Wikimedia, n.d.-a).

Frederick Seitz passed away prior to the conference yet has been kept on the list.

77



clav Klaus, Richard Lindzen, Patrick Michaels, Steven Milloy, Frederick
Seitz, S. Fred Singer, Willie Soon, Roy Spencer, John Stossel, and James
M. Taylor. Concurrent to this assembling of prominent skeptics, 1 que-
ried the 1SI Web of Science for all articles on ‘climate change’ On 9 July
2008 there were approximately 27,000 articles, 15,877 of which received
at least three citations; these form the list of articles retained for the
analysis.

Using this data set of nearly 16,000 articles with the list of skeptics,
1 compare the disciplines of the journals in which significant climate
change articles appear to the disciplinary backgrounds of the climate
skeptics and their co-authors. From this first analysis, 1 find that seven
out of the top 1o disciplines in the climate sciences are present in the
skeptics’ top 10: ecology, meteorology and atmospheric sciences, multi-
disciplinary sciences, environmental sciences, interdisciplinary geosci-
ences, plant sciences, and agronomy. The climate change skeptics’ dis-
ciplinary composition partially matches that of climate science, besides
having some signature disciplines of its own (within the top 10 most
occurring disciplines), namely astronomy and astrophysics, biochemis-
try and molecular biology, and medicinal chemistry. Disciplines unique
to the rest of climate science are multidisciplinary sciences, forestry,
and environmental engineering. These large overlap in the disciplinary
background of the climate scientists publishing (cited papers) on cli-
mate science and the subset of climate skeptics seems to confirm Bast’s
statement that skeptical climate science is in fact part of climate science
and not positioned outside the field. Or at least, it resembles climate
science in terms of the composition of scientific disciplines involved.
Knowing the place of climate change skeptics within the climate sci-
ence disciplines, 1 now want to test whether the skeptics publish in

prominent climate science journals or whether they have their own
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dedicated skeptics’ journals.

Using the 1SI result files and ReseauLu (the network analysis soft-
ware) 1 compare which journals do not publish skeptics at all, which
publish only skeptics, and which journals publish both skeptics as well as
non-skeptical views. Here it is found that the shortlisted climate skep-
tics and their co-authors publish in the top four climate journals (which
are in the shared nodes in the center of the network). This may be coun-
terintuitive, especially when thinking about the aforementioned read-
ings of the climate change skeptics’ ‘lobby’ in which these actors are
described as a relatively small but powerful group of scientists of which
“the most vocal skeptics were not qualified, were not working in the
field” (Hoggan & Littlemore, 2009, p. 4).

Figure 5 shows the visualization of the results. In the center are the
shared nodes. These are the 30 publications that publish articles (cited
at least three times) by skeptics as well as others. The shared journals
include prominent academic publications, including Nature, Science,
Journal of Climate, Geophysical Research Letters, Journal of Geophysical
Research, and Climatic Change. This is where climate change skepticism
overlaps or resides within the rest of climate science. On the left are the
journals that do not publish work by our short-listed skeptics and their
co-authors. On the right are the nodes that represent the journals that

publish only the works of climate change skeptics.
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Figure 5: Climate science publication graph. ReseauLu Map showing

journal publications for climate science and skeptics.

This comparison (of articles cited at least three times) shows that the
climate change skeptics are indeed part of the scientific mainstream of
climate change research, in the sense that they publish in top climate
science journals. It also reveals that they also have their own specif-
ic outlets that publish only skeptics’ research.’* However, the climate
change skeptics cannot be characterized as merely a fringe based on
this research. It is relevant to mention here that two separate quali-
tative analyses of global warming-related article abstracts through 1S]

have found no “disagree[ment] with the consensus position” (Oreskes,
36 - For instance, in this sample, journals such as Environmental Conservation, the
Journal of GeoPhysical Research: Oceans, and Environmental and Experimental Botany
had only published skeptics’ papers (cited at least 3 times and published before July
of 2008).
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2004) and that “an overwhelming percentage (97.2% based on self-rat-
ings, 97.1% based on abstract ratings) endorses the scientific consensus
on A[nthropogenic] G[lobal] W[arming]” (Cook et al., 2013). So while the
climate skeptics are part of the scientific center, this does not mean that
their prominent scientific publications are by definition those in which
they voice their skepticism.

As we have seen in the scientometric analysis of the place and sta-
tus of actors within climate science (through querying 1Sl1), selecting
only cited academic papers (at least three citations) filters out the less
relevant sources (i.e. those of uncited papers). The web and its search
engines know a related logic that enables a means of analysis similar
to citation analysis. As described by Sergey Brin and Lawrence Page in
1998 when they presented their search engine prototype, the algorithm
treats hyperlinks almost like a web of science would treat a citation.
“Intuitively, pages that are well cited from many places around the
web are worth looking at” (Brin & Page, 2012).3 But not all citations are
equal; those from well-cited pages have more weight. It is noteworthy
that Page and Brin explicitly use the term ‘citing’ when they refer to
linking3® As citations network content, scientometrics could be consid-
ered a means of networked content analysis. As scientometrics can help
evaluate the weight and relevance of scientific actors and outlets, for
the study of the climate controversy it is relevant to also assess the place
and status of specific actors within the broader climate change debate
as it plays out on the web. This is possible with web-specific techniques
of networked content analysis, as | will discuss in the following sections.

37 - See also Krippendorff (2013, p. 33).

38 - See also Rieder (2012) for a discussion of how PageRank relates to citation anal-

ysis.
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THE CASE OF THE DUTCH SKEPTICS

On the web (broadly conceived) a national set of sources may be demar-
cated by taking the local domain of Google Web Search (e.g. Google.
nl for the Dutch web) and querying it in the specific local (in this case
Dutch) language(s). In this next section 1 will zoom in on the networks
and resonance of climate actors in the Dutch climate change debates, to
consider how networked content analysis may help to capture instanc-
es of group formation and actor resonance. 1 will consider moments
of group formation through hyperlink networks as 1 have described
in the introduction; thus, rather than labeling scientists according to
pre-formed categories, 1 understand them as part of a group when they
perform as such. This approach, informed by Latour, can perhaps be
best explained by example. In October 2011, the Royal Netherlands
Academy of Arts and Sciences (KNAW) published a report titled Climate
Change: Science and Debate (KNAW, 2011). With the brochure written by
a small committee of scientists from inside and outside the Academy,
the KNAW set out to map the state-of-the-art of climate science; more
specifically discussing what has reached scientific consensus and what
still causes controversy and why. The report ends with a summary in
which the topics of consensus are listed as seven statements. Statement
Areads:

[m]ankind changes the composition of the atmosphere quickly and
drastically. The increased concentration of carbon dioxide and oth-

er greenhouse gases cannot be marginalized (KNAW, 2011, p. 34).

This first statement already is likely to turn the brochure into a con-

troversial object, for it directly and without qualification stresses the
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role of humanity in global warming and the effects of CO2 (and other
emissions) on climate change. Unsurprisingly, soon after its publication
Dutch skeptical blogs started posting about this report by the KNAW,
characterizing it as “alarmist” (Wolters, 2011a). One of the more promi-
nent skeptical blogs of the Netherlands, climategate.nl, featured a blog
posting in English stating that the brochure contained a “tsunami of

scientific errors:”

The brochure claims that these seven statements are hard science
on which all scientists agree. Nothing is further from the truth: they
are a rendering of the claims of the IPCC, in denial of all serious
criticism that has been brought against it by the scientific commu-

nity (Wolters, 2011b).

Besides blogging about the report in various Dutch climate blogs, the
skeptics chose two other formats for their criticism: a letter signed by
22 scientists demanding retraction of the report and a climate seminar
organized at Nieuwspoort, the international press center in The Hague.

In the letter, the scientists refute the seven statements and demand
a retraction of the publication (Labohm, 2011). They state they repre-
sent various academic disciplines including (bio-)chemistry, physics,
geology, engineering, and climatology. The only non-academic who
signed the letter is Ralf Dekker, blogger and chairperson of the afore-
mentioned Groenerekenkamer.nl. One of the scientists on the list is
Pieter Ziegler, Swiss Geology Professor Emeritus at University of Basel
and Emeritus Member of the KNAW. For the purposes of the analysis,
it is useful to consider the signatures of the letter as a ready provision
or short-listing of 22 climate change skeptics. Not surprisingly, the pro-

gram of the climate seminar organized by Groenerekenkamer.nl and its
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list of speakers was filled mostly with people on this shortlist.

The next step in the analysis of the skeptics’ group formations is to
study their networks, to better understand the scope and aspirations
of these actors through hyperlinking, and the composition of the issue
network. To generate such analyses, a list of the skeptics’ websites is
first entered into the IssueCrawler tool for hyperlink analysis. The Is-
sueCrawler then performs co-link analysis, crawling the inputted (seed)
“URLs for links and retain[ing] the pages that receive at least two links
from the seeds,” and outputting a network graph (Govcom.org Founda-

tion, n.d.). Figure 6, the IssueCrawler map of Dutch skeptics shows that
Q
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Figure 6: Dutch climate actor networks. IssueCrawler maps for the Dutch

climate actors (left: ‘skeptical, right: ‘non-skeptical).
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the group’s hyperlink network is dominated by Anglo-American sourc-
es. This is perhaps surprising given the appearance of a strong national
network of Dutch skeptics with an active collective blogging culture
in the Dutch language. The IssueCrawler map reveals, however, that
these sites link not so much to each other or to other Dutch sources,
but mainly to sources outside the Netherlands (Figure 6, left).

The Dutch scientists that authored the KNAW publication (the
‘non-skeptical” actors in this comparative study) show a more heteroge-
neous network (Figure 6, right), with many Dutch sources (green nodes

on the map). There is a science and government cluster in which the
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website of the Dutch Ministry of Foreign Affairs links to an internation-
al cluster that includes the homepages of the UN and the World Bank.
There are also mainstream media clusters, involving the large Dutch
daily newspapers and broadcasting companies who link to their inter-
national colleagues such as The New York Times, The Financial Times,
and La Reppublica (ltaly).

The networks immediately show two distinct actor groups. The
skeptics show international aspirations in linking to their Anglo-Amer-
ican counterparts, and the non-skeptics reveal their rooting in science
and government, and their contributions to the mainstream media. To
further understand their resonance within dominant sources on the
topic of climate change, | proceed to use Google Web Search to select

top sources and query them for the resonance of these sets of actors.

DUTCH CLIMATE CHANGE ACTOR RESONANCE ANALYSIS

As discussed in the previous chapter on traditions in content analy-
sis, the demarcation of networked content is a key part of networked
content analysis research, and much attention needs to be paid to the
design and fine-tuning of search strings when using search engines.
In this case, the demarcation of Dutch climate change sources can be
operationalized by querying the Dutch Google.nl for the search term
klimaatverandering (Dutch for ‘climate change’). The top 100 results
contain only 25 unique hosts consisting mainly of news sources, gov-
ernmental sources, and some environmental organizations and blogs.
Here, 1 subsequently query each of these 25 URLs for all of the 24
skeptics on the short list. This can be done manually, with queries such

as ‘Hans Labohm’ site:knmi.nl and ‘Hans Labohm’ site:www.wnf.nl, and so
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on. At this point, 1 use the so-called Lippmannian device, a tool inspired
by Walter Lippmann to discover partisanship, which takes as input a list
of URLs and a list of queries, and then the tool does the sequencing au-
tomatically.® Re-sizing the URLs according to their mentioning of prior
identified or short-listed skeptics then shows the sources that most in-
volve these actors, or are most ‘skeptic-friendly. Showing a source cloud
per actor and leaving the search results in their original order (i.e. of the
result list in Google Web Search) renders visible that some skeptics enter
into the top results and others resonate only in the bottom results. The
tool also offers a so-called ‘issue cloud’ in which the keywords (in this case
actors’ names) are clouded according to their resonance within the top

sources; this shows who the most prominent actors on the short list are.

Hans Labohm (12)

Bas van Geel (10) Henk Tennekes (10)

Marcel Crok (9) Arthur Rérsch (7) Rypke Zeilmaker (7)
Theo Wolters (5) Dick Thoenes (5) Kees de Groot (5) Kees Le Pair (5)
Hajo Smit (5) Rob Meloen (4) Hans Erren (3) Hub Jongen (3) Rob Koufteid (2) Peter Bloemers (2)

Albert Jacobs (2) Peter Ziegler (2) Frans SIuljter (2) Ral Dekhar (1) Jas Muderios () Gerrit van o Lingen (D) Kews Kearies () Mank Schahe (0)

Figure 7: Dutch climate change skeptics resonance cloud. Issue cloud
visualizing the resonance of Dutch climate skeptics in Google search results

for the query ‘klimaatverandering.

Figure 7 presents such an issue cloud (in this case, an actor cloud) for

the Dutch skeptics, visualizing the resonance of the actors in the top re-

39 — See also the Digital Methods Initiative’s Lippmannian Device tool page (Digital
Methods Initiative, n.d.-b).
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sults for the query of klimaatverandering’ The more the actors resonate
in the results, the larger their name is depicted. The three most prom-
inent Dutch skeptics are economist Hans Labohm, Henk Tennekes,
former Director of Research at the Royal Netherlands Meteorological
Institute (KNMI), and Bas van Geel, Associate Professor of Paleo-Ecol-
ogy at the University of Amsterdam. Hans Labohm is an economist
formerly employed by the Dutch Institute of International Relations
Clingendael and, notably, a former expert reviewer at IPCC. He has also
been a speaker at one of the Heartland Institute’s climate skeptics con-
ferences (ICCC4 in May of 2010). In 2004, Labohm published the book
Man-Made Global Warming: Unravelling a Dogma, which he co-authored
with Dick Thoenes (who is less resonant in the online debate) and Simon
Rozendaal (not on the short list) (Labohm, Rozendaal, & Thoenes, 2004).

Zooming in on Hans Labohm we can create a ‘source cloud’ to see
which sources mention him most (Figure 8). Labohm generally res-
onates well in the media (also in Volkskrant and Trouw) and makes it
into the top results. He resonates most in klimaatverandering.wordpress.
com, a blog authored by atmospheric scientist Bart Verheggen, where
Labohm has his own tag and category and in the Dutch daily newspaper
NRC. A closer look at the NRC archives then reveals that most of this
attention stemmed from 2004 when Labohm’s book was published and
2007 when NRC published a portrait of him as a “liberal” climate skeptic
(Brugh, 2007).
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Source cloud - sources for issue "Hans Labohm" (retrieved by Google Scraper)

knmi.nl (2) rijksoverheid.nl (2)

klimaatverandering.wordpress.com
(100) transitiontowns.nl (6) ad.nl (2)
scientias.nl (2) an .nl (100) pblnl (6) greenpeace.nl (1) wnfnl (2) volkskrant.nl

(22) nual (1) europa-nu.nl (7)
encyclo.nl (14) trouw.nl (36)

Figure 8: Hans Labohm’s Source Cloud. This cloud shows the resonance of
Hans Labohm, the most prominent Dutch climate change skeptic, in the

top results for climate change.

The sources in which skeptics resonate most are KNMI, Klimaatveran-
dering, and NRC. There are only five sources in the results that do not
mention any of the short-listed skeptics, the highest-ranked one of
which is milieucentraal.nl. Milieucentraal is a foundation dedicated to
providing consumers “unbiased information on energy and environ-
ment” (Milieucentraal.nl), and its website offers hands-on tips and
tricks for a sustainable or green lifestyle (such as reducing waste, being
more energy efficient, etc.).

Of the analyzed KNAW scientists, the author and editor of the
KNAW brochure, Louise Fresco, a renowned scholar in the field of
Tropical Plant Breeding and Production, Food and Agriculture, Presi-
dent of Wageningen University and KNAW member, is the most prom-
inent actor (Figure 9). Fresco resonates in sixteen of the top climate

change sources (which is only one more than Hans Labohm). In half of
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these sources she is mentioned at least 100 times.*> Second most promi-
nent is Rudy Rabbinge, Professor of Sustainable Development and Food
Security at Wageningen University. The third most resonating scientist
is Robbert Dijkgraaf, Director of the Institute for Advanced Study in
Princeton (United States) who at the time of the publication of the re-
port was president of the KNAW.

Source cloud - sources for issue "Louise Fresco" (retrieved by Google Scraper)

rijksoverheid.nl (25)

klimaatverandering.wordpress.com
(100) transitiontowns.nl (100) ...
i) wagesingensent 20y UUTZA@@MNieuws.nl
(100) happynews.nl (4) nrc .nl (100) pbl.nl
29 volkskrant.nl (100) ...
«europa-nu.nl (69) biojournaal.nl
(100) womsimencs cacyloa
e trouw.nl
(100)

Figure 9: Louise Fresco’s source cloud. This cloud shows the resonance of

Louise Fresco in the top results for climate change.

Collectively, the scientists resonate in all but seven of the sources. They
are not present in two sources that do list skeptics, namely scientias.nl
and greenpeace.nl.

In this resonance analysis, we find that there are no sources that

mention only our small sample of ‘non-skeptical’ scientists without the

40 - The ceiling for this scrape was set at 100, and she hits that ceiling in eight of

the sources.
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short-listed skeptics. All scientists, be they climate change skeptics or
not, resonate broadly in the results, both at the top and bottom of the
list. So from these profiles, just as from the scientometric analysis, it
is not easy to detect stark differences between the place and status of
climate skeptics from that of non-skeptical scientists. But as the climate
change debate takes place internationally, using networked content
analysis to compare such a national actor profile with sets of other na-
tional actor profiles within a debate can perhaps reveal different (scien-
tific) cultures and national frames on a global issue.

In a comparative analysis of these Dutch climate actors with French
climate actors, 1 indeed noted major differences with the Dutch case
and was able to demonstrate how such comparative analyses can give
insight into the composition and position of these groups (Delbecq &
Niederer, 2010). This French climate skepticism analysis, which 1 con-
ducted together with climate journalist Denis Delbecq was already
briefly discussed in the introduction to this dissertation. Delbecq is an
expert on the French climate change debate and its prominent actors,
which he appraised extensively in a ‘dossier’ for the French environ-
mental journal Terra Eco (Delbecq, 2010b). For this case study, Delbecq
provided short lists of prominent French skeptical and non-skeptical
scientists and scientific organizations. With this list, 1 also started by
conducting hyperlink analysis, just as 1 did for the Dutch actors afore-
mentioned. By linking frequently to the objects of their own criticism,
the French skeptics granted high authority to these same objects, thus
positioning controversy objects right in the center of their network.
The IPCC was the main node in the skeptics’ network. The non-skepti-
cal scientists showed a different and much more traditional approach.
These scientists granted network authority to established French scien-

tific figures and organizations. The Dutch non-skeptical scientists also

o1



granted authority to Dutch government and media. From the resonance
analysis, the most important finding was that the French skeptics, in
contrast with the Dutch ones, resonated throughout the ranked results
and appeared in the same outlets as their non-skeptical counterparts.
On a methodological plane, we may ask how this national perspec-
tive would be scalable to other platforms, and this is something I will
assess in the next chapter (4) on Wikipedia. In ending this chapter, 1
want to propose the development of another actor-centric technique of
networked content analysis that looks at actors within a specific issue
in order to map their other issue involvements, which 1 show sheds fur-
ther light on the actors’ role and operationality in the climate change
debate as such. As said in the introduction to this chapter, a prominent
Dutch skeptic is director of Skepsis, the skeptical organization that also
addresses many other issues regarding health and religious practices.
If climate change skeptics are skeptical of a range of other issues, then
this arguably sheds significant extra light on my current study’s consid-
eration of these actors’ operationality, opinions and degrees of skeptical
activity within climate change as an issue. They would be professional

skeptics instead of professional climate change experts.

DO SKEPTICS HAVE RELATED ISSUES?

It is a commonplace that all issues have their skeptics, thus that the
presence (and problematics) of skeptics’ involvement is not at all spe-
cific to climate change. Nevertheless, as 1 argue that we must take seri-
ously the involvement (and impact) of skeptics in such a consequential
debate, then it is also worth asking what happens if we take serious-

ly the matter of climate skeptics’ involvement in other issues. Indeed,
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what would it mean to know if (climate) skeptics have other issues to be
skeptical about? And further, how might it matter to know which other
issues they are skeptical about?

In a previous small-scale study, I took the shortlisted climate skep-
tics (of the scientometric analysis) and conducted a close reading of the
personal homepages. Here, | found that these prominent climate actors
also publish articles and blog postings in which they present skeptical
viewpoints on neighboring issues such as organic agriculture and biofu-
els. More unexpected—in an illuminating sense—is their skepticism on
health-related issues such as the dangers of smoking and second-hand
smoke, the human variety of mad cow disease (Creutzfeld-Jacob dis-
ease), and evolutionary theory (Niederer, 2013). In my opinion, the
analysis of controversies would benefit strongly from the development
of robust methods for retrieving such ‘related issues, which could be
developed as part of networked content analysis. As ‘climate change
skeptics’ are skeptical of a range of other issues, then this arguably de-
fines them as professional skeptics. This sheds significant extra light on
my current study’s consideration of these actors’ role within the climate
change debate.

As we have seen in this chapter, the climate change debate, when
studied only as a scientific debate (accessed through 1SI), presents a
scholarly space in which both non-skeptical and skeptical actors are
active, publish in the same top journals (as well as separate journals
for each of the groups) and have a similar distribution of scholarly dis-
ciplines. However, when addressing the same debate from a broader
base, looking at the prominence and resonance of skeptical actors with-
in climate change content on the web (accessed through Google Web
Search), we are presented with distinct groups of actors and a stark pro-

file of skeptics as professional skeptics.
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When the Dutch climate change publication came out in 2011, skeptics
organized themselves in an event to counter the claims of consensus
presented in the booklet. A closer look at the hyperlink networks of
these Dutch skeptics showed their (aspired) affiliations with their An-
glo-American counterparts. One of the prominent Dutch skeptics is
director of the Skepsis foundation, addressing skeptical viewpoints on
a myriad of issues. This raises the question whether these prominent
skeptics are dedicated to skepticism as such, or to climate change as a
field of knowledge production and research. Google Web Search and a
close reading of the skeptics’ websites gave insights into their commit-
ments along these (divided) lines, and put the scientometric analysis
into a new light. It found that prominent skeptics are indeed ideologi-
cally bound, dedicated to skepticism rather than to the climate change

debate alone.

CONCLUSIONS

Where the Paris Agreement of 2015 marked a new phase in the climate
change debate, with a historic agreement but also a historically broadly
perceived consensus on climate change, in this chapter 1 have traced
back actors across science and the web, and in doing so went back in
time to the first Heartland Conference of 2008. Where controversy
analysis often centers on an issue (or a set of issues), the actor-centric
approaches proposed in this chapter can follow actors across (and rel-
evantly ‘beyond’) single issues as objects. This kind of analysis further
complicates the characterization of climate skeptics as presented in
critical literature (that for instance focus on industrial ties), given the

revelation that these skeptics are not only focusing on climate change
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in their skeptical endeavors. These findings have a number of impli-
cations. First of all, on a methodological level, it provides a shift from
the idea that all issues have skeptics (or that a skeptical stance is part of
science) to consider the ramifications of skeptics having multiple issues.
Second, as the scientometric analysis has revealed, the fact that these
skeptical scientists are part of the scientific mainstream raises questions
about the employment of their expertise. Why do they write about these
other issues while being climate scientists? Are their publications on
related issues also part of the scientific mainstream in their respective
fields? Finally, we may conclude that an actor-centric approach of net-
worked content analysis provides a means to trace a controversy and its
actors outside of the boundaries of a single issue, and thus is a valuable
addition to the study of actors within science (through scientometrics).

This chapter makes use of web content to research the place and
status of skepticism within climate science and the climate change de-
bate. The study started with a scientometric analysis looking at the dis-
tribution of disciplines and shared places of publication of skeptical and
non-skeptical actors. The scientometric data shows that the climate
change skeptics are part of climate science sharing both a distribution
of disciplines and a mainstream of prominent scientific outlets. Besides
being sometimes at the ‘center’ of climate science, skeptics also work
in parallel to non-skeptical climate scientists and have their respective
unique journals and disciplines, their respective ‘fringes’ if you will.

To extend this comparison beyond academia, hyperlink analysis—
in - in this case in a comparison between skeptics and non-skeptics in
the Netherlands—has shown the associations and aspirations of these
actors. For the Dutch skeptics, this aspirational linking plays out in the
prominence of skeptical Anglo-American sources appearing in their

hyperlink networks. The Dutch (non-skeptical) scientists have a het-
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erogeneous network including science and government as well as news
media. The Dutch skeptics form an international network by linking
to both (international) skeptic blogs and the subjects of their criticism.
These findings here cannot be generated through citation indices and
other scientometric data, but are rendered possible only through the
networked content analysis techniques 1 have outlined.

Web resonance analysis scoring the prominence of one or more ac-
tors in a demarcated issue source sets allowed for a further comparison
between skeptical scientists and others. Furthermore the output of a
source cloud enabled an analysis of actor-friendly sources. The com-
parative analysis reveals different ‘profiles’ per type of actor. The most
prominent Dutch skeptics resonate well in the news and on one ded-
icated climate blog but as a whole resonate in fewer sources than the
non-skeptical short-listed climate scientists.

Shifting focus from the issue space to an actor-centric perspective,
skeptics appear to work on multiple issues, some of which are well out-
side of the climate science, let alone outside of climate change debates.
Tools and methods like those worked through in this chapter can help
to assess the commitments of individual actors to and beyond specif-
ic issues, and therefore reveal larger stakes in a much richer and more
complex ecology of related issues. Future analysis along these lines and
using these methods could also benefit from a longitudinal approach,
which would render visible not only the resonance of actors over time
but also the top sources for the issue of climate change and their (ana-
lytical) treatment of these actors.

Where with scientometrics alone I was not able to identify the skep-
tics as entirely distinct from climate science, with networked content
analysis 1 found distinct networking behavior as well as related issues

that were objects of their skepticism (ranging from the dangers of sec-
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ond-hand smoke to Creutzfeld-Jacob), which qualified them as profes-
sional skeptics rather than professional climate experts.

Asking then what the web does to the climate change debate, 1
would like to conclude that the technicity of the web, with its hyper-
linked websites and search engine result rankings, reveals actor net-
works of affinity, association, critique (as the skeptics linking to their
main object of criticism: IPCC) and aspiration, which may result in dra-
ma (in the case of the Dutch skeptics linking to their Anglo-American
colleagues without them linking back). Search engines that rank results
can be used for resonance analysis, presenting on one level the sources
that make it into the top results of a query, while also offering up specif-
ic keywords or (as presented in this case) actors. A close reading of these
actors’ websites in the presented case study of this chapter establishes
a clear image of their professional skepticism, rather than commitment
to climate change as a scientific issue.

This first study sets the ground for a networked content analy-
sis of the climate change debate that is able to make use of, and also
go beyond, the following of online actors and their group formation.
The case studies that follow will apply similar novel techniques of net-
worked content analysis to the study of the climate change debate on
two online platforms. As web content itself is increasingly formatted
towards inclusion in such platforms (Helmond, 2015), my treatment of
the technicity of Wikipedia, the collaboratively authored encyclopedia
project, and Twitter, the micro-blogging platform, to study the climate
change debate | argue is key to comprehending the debate itself. In
both chapters, 1 will discuss the dependency of each of the respective
platforms as well as their various user groups and content on the (un-
derlying) technicity. In the case of Wikipedia, this means assessing the

climate change debate in this socio-technical platform for encyclopedic
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knowledge production, understanding the interplay between users and
technical agents. In Twitter, 1 will address how content is networked
and will further the utility of resonance analysis which 1 deployed here
in the study of climate skeptics, to see how the various stages of the cli-
mate change debate resonate. Furthermore, 1 will closely read clusters
of hashtags in assessing the state of the climate change debate. Overall,
these studies are geared towards the understanding and inclusion of
technicity in the analysis of networked content.

—
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Wikipedia as a
Socio-tec¢hnical Utility
for Networked
Content Analysis






IN THE PREVIOUS CHAPTER, | HAVE ASSESSED THE CLIMATE CHANGE DE-
BATE THROUGH SCIENTOMETRICS AND NETWORKED CONTENT ANALYSIS.
To understand the technicity of online networked content, 1 argued,
it is necessary to address how content is networked and which kinds
of digital methods and tools are therefore suitable for the demarca-
tion of content and the operationalization of the research question. In
this chapter, 1 will address the mapping of the climate change debate
in Wikipedia. But before coming to the discussion of this debate, as it
plays out and is managed among and other controversial topics and the
management thereof in Wikipedia, 1 will discuss how Wikipedia has
revived the idea of the web as a place of human collaboration and mass
participation by “everybody” (Shirky, 2008). The Wikipedia platform
is often considered as an example par excellence of the collaborative
promise of social media, and of knowledge production and manage-
ment that utilizes the wisdom of crowds. Since 2001, its group of edi-
tors and volunteers has engaged in developing an online encyclopedia
whereby anyone with net access is welcome to contribute, and articles
are open to continuous editing and refinement. Scholars who have eval-
uated or contested the value of Wikipedia content have almost unani-
mously focused on its crowd-based organization and have stressed the
danger of producing low-quality information with many (anonymous)
minds (Keen, 2007).

These concerns about Wikipedia are legitimate and relevant of
course, but the one-sided focus they give to human agents while ne-
glecting the role of technology must be both resisted and complement-
ed by attention to the socio-technological dimension of Wikipedia as
a dynamic knowledge production and management project. In this
chapter, therefore, 1 want to explore the technicity of Wikipedia con-

tent and assess how networked content analysis can be applied to this
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platform. What do researchers need to know of the platform’s means
of content creation, networking and maintenance to be able to analyze
its content in a way that is digitally and, more specifically, platform-in-
formed? What does Wikipedia ‘do’ to content that is controversial, and
what does this mean for the methods of networked content analysis put
forward in this dissertation? To answer these questions, 1 will first an-
alyze how dependent the human social creation, use and maintenance
of Wikipedia knowledge is upon software robots (in short referred to as
bots), the non-human content agents that assist in editing Wikipedia
articles. Secondly, I will discuss examples of networked content analysis
of controversial content that make use of the possibilities offered up by
Wikipedia’s technicity for controversy research.

The technicity of Wikipedia content makes it possible to refine fur-
ther the techniques of networked content analysis, and to explore how
resonance, related content, actor engagement, and controversy man-
agement may be studied within this encyclopedia project. 1t is crucial
to understand Wikipedia as a dynamic, networked encyclopedia when
approaching its content for analysis, which is why 1 will start (as 1 did in
the previous chapter on Twitter) with a brief introduction of the plat-
form’s technicities. Again, this is not meant to be an exhaustive over-
view of all the features of the platform, but rather can be seen as a kind
of technical introduction to socio-technical fieldwork, exploring and
describing the ways in which content is produced and networked.

Lookingjust at the level of its software, Wikipedia has changed dras-
tically throughout the years. Overall, however, it remains a wiki-based
encyclopedia platform, offering various levels of access to information
of article history and editors, enabling researchers to follow the actors
and close-read their positions, interactions, references and commit-

ment to a specific issue. The interface of Wikipedia presents an article
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and talk page for each Wikipedia subject. In the article tab, it is possible
to read or edit the article, or to view the article’s revision history. In the
revision history, each edit is listed along with a timestamp, and a user-
name (or IP-address for an anonymous edit). A click on the timestamp
opens the particular version of the article from that edit date. It is pos-
sible to make a selection of differently dated versions of an article and
compare the different revisions. For each Wikipedia article, the revision
history lists external tools, including revision history statistics, revision
history search, edits by user, number of watchers and page view statis-
tics. The Talk page shows some policies and general rules for discussion
as well as a place to ask questions or discuss edits. It is also where the
article’s revision history is located and publicly accessible. A Wikipedia
article may start with links to similarly named articles (disambiguation),
or related articles. In the body text, highlighted words mark links to
other Wikipedia articles. Each article ends with separate sections hold-
ing references and external links. In the left margin of the page, the
language versions of the article are listed, as well as a list of ‘what links
here, which provides a list of all other Wikipedia articles that link to the
article you have in front of you. All of this creates materials, which can
be analyzed through networked content analysis.

In the next section, 1 will discuss how Wikipedia has been re-
searched since its launch in 2001, and how dominant research prac-
tices have disregarded some of the crucial technical specificities of
Wikipedia entailed in the production, organization and maintenance
of its content. Before discussing the climate change debate in Wikipe-
dia, 1 will first zoom in on two controversy analyses that are informed
by the technicity of Wikipedia content, by looking at discussions on
the talk pages (for the article on Gdarisk/Danzig), and by conducting a

comparative analysis of articles across language versions (for the case of
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the Srebrenica massacre). While these analyses are unrelated to climate
change research projects, they offer insights into the methodological
workings of networked content analysis. The final project discussed in
this chapter is a mapping of climate change articles, which ties back not
only in terms of techniques but also in its subject matter to the previous
chapters’ case studies of the climate change debate on the web accessed
through Google Web Search and Twitter. In my networked content
analysis here 1 build on existing research to trace climate change-re-

lated content and close read actor behavior in and through Wikipedia.

MANY MINDS COLLABORATING

Wherever Wikipedia is discussed, the facts of its material composition
very quickly drift into metaphor. It is variously described as a platform
of ‘many minds’ (Sunstein, 2000) produced by ‘the wisdom of crowds’
(Kittur & Kraut, 2008; Surowiecki, 2004), as a system of ‘distributed
collaboration’ (Shirky, 2008) and ‘mass collaboration’ (Tapscott & Wil-
liams, 2000), and as a space enabling hybrid new forms of ‘produsage’
(Bruns, 2008), inspiring ‘crowdsourcing’ (Howe, 2000), ‘Open Source
Intelligence’ (Stalder & Hirsh, 2002), and ‘collaborative knowledge’ (Poe,
2000) (Poe 2000). As a collectively written encyclopedia launched on a
wiki platform, it is indeed one of the web’s most significant and longer
duree (in internet history terms) examples of collaborative knowledge
production. In early 2008, an article in the New York Review of Books

explained the media cultural charm of Wikipedia:

So there was this exhilarating sense of mission—of proving the

greatness of the Internet through an unheard-of collaboration. Very
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smart people dropped other pursuits and spent days and weeks and
sometimes years of their lives doing ‘stub dumps, writing ancillary
software, categorizing and linking topics, making and remaking and
smoothing out articles—without getting any recognition except for
the occasional congratulatory ‘barn star’ on their user page and the
satisfaction of secret fame.# Wikipedia flourished partly because it
was a shrine to altruism—a place for shy, learned people to deposit

their trawls (Baker, 2008).

Since the start of the Wikipedia project in 2001, the dedication of its
contributors as well as the platform’s success in socializing knowledge
production for the benefit of many, in contradistinction to academic
and media industry reliance on experts, has been through numerous
waves of praise and publicly mediated criticism. While Wikipedia has
indeed become famous for its collaborative approach to networks—of
many minds producing knowledge—it is interesting to recall that the
project originally intended to be an expert-generated encyclopedia. Be-
ginning under the name of Nupedia, a small team of selected academics
was invited to write the entries, with the aim of creating a “free online
encyclopedia of high quality” (Shirky, 2008, p.109). The articles would
be made available to World Wide Web users through an open content li-
cense. Founder Jimmy ‘Jimbo’ Wales and his employee Larry Sanger put
into place a protocol based on academic peer-review (Shirky, 2008; Poe,
20006). This expert approach failed, partly because of the slowness of the
editing process by invited scholars. To speed up the process, Sanger sug-
gested a wiki as a collective place where scholars and interested laypeo-

ple from all over the world could help with publishing and editing draft

41 - An example of such barn stars can be found on the awards page of ClueBot
(Wikimedia, n.d.).
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articles. The success of Wikipedia and the commitment of emerging
Wikipedians took them by surprise. Sanger became the chief organizer,
a wiki-friendly alternative for the job of editor-in-chief that he held for
Nupedia. He made a great effort to keep Wikipedia organized while at
the same time providing space for certain kinds of dynamic ‘messiness’
the platform was catalyzing (edit wars, inaccuracies, mistakes, fights,
etc.) that ensues from collaborative production. In early 2002, however,
Sanger was dissatisfied and turned away from the epistemic free-for-
all of Wikipedia, towards an expert-written encyclopedic model called
Citizendium; Wales stayed, choosing to pursue further the Wikipedia
model.+#

Ever since the Sanger-Wales split, the question of whether online
encyclopedias and similar enterprises should be produced by a few ac-
countable individuals (experts) or from the fruits of many (amateur)
minds has been a source of heated debate. Internet critic Andrew Keen
applauded Sanger for coming to his senses about the (in his view) de-
based value of amateur contributions in favor of professional expertise
(Keen, 2007, p. 186). On the other end of the spectrum, many Wikipedia
adepts have praised its democratizing potential as well as its ethos of
community and collaborative knowledge production available to ev-
eryone to read and write (Benkler, 2000; Jenkins, 20006). At the same
time, the publicly consolidated narrative that Wikipedia is produced
by crowds has been challenged, most notably by Wikipedia’s founders
themselves. In actuality, during the first five years of its existence, Wiki-
pedia was largely dependent on the work of a small group of dedicated

42 - See also Citizendium (n.d.).

43 - See also historiographies of Wikipedia in: Dalby (2009), Reagle (2010) and Lih
(2009).
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volunteers. Although they soon formed a thriving community, the no-
tion of a massive collective of contributors was repeatedly downplayed

by Wales. As he pointed out in a talk at Stanford University in 2000:

The idea that a lot of people have of Wikipedia, is that it's some
emergent phenomenon—the wisdom of mobs, swarm intelligence,
that sort of thing—thousands and thousands of individual users
each adding a little bit of content and out of this emerges a coherent
body of work. (...) [But Wikipedia is in fact written by] a community,
a dedicated group of a few hundred volunteers. (...) | expected to
find something like an 80-20 rule: 80% of the work being done by
20% of the users (...) But it's actually much, much tighter than that:
it turns out over 50% of all the edits are done by just [0].7% of the

users (Swartz, 2000).

As Wales asserts, until 2006 Wikipedia was largely written and main-
tained by a small core of dedicated editors (2% doing 73.4% of all the
edits). Such a disproportionate contribution of (self-)designated co-pro-
ducers versus ‘common users’ can be found in research into production
across the larger open source movement. Rishab Aiyer Ghosh and Vipul
Ved Prakash were among the first to disaggregate the notion of ‘many
minds’ collaborating in the open software movement. From their work,
they conclude that “free software development is less a bazaar of sever-
al developers involved in several projects and more a collation of proj-
ects developed single-mindedly by a large number of authors” (Ghosh &
Prakash, 2000, p. 1). In the open source movement then, very few total
numbers of people were directly collaborating in developing software.
This raises the question whether the same dynamics hold for Wikipedia.

It is important not to dismiss entirely the idea of Wikipedia’s mass
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collectivity as a mere myth. The matter is more complicated than this.
From 2004 onwards, the online encyclopedia shows a distinct decline of
‘elite’ users while at the same time the number of edits made by novice
users and ‘masses’ steadily increases. Various researchers have pointed
to a dramatic shift in workloads to the common user at this point (Kit-
tur, Chi, Pendleton, Suh, & Mytkowicz, 2007). But instead of explaining
the shift as a reversal of existing orders of participation, Kittur et al.
speak of a marked growth in the population of low edit users in terms of
“the rise of the bourgeoisie” (2007, p. 7). Interestingly, these researchers
explain this shift and coinage by describing Wikipedia’s dynamic social
system evolving as a result of the gradual development, implementa-
tion and distribution of content management systems. After an initial
period of being managed by a small group of high-powered, dedicated
volunteers, the “pioneers were dwarfed by the influx of settlers” (Kittur
et al., 2007, p. 7). The early adopters select and refine the technology
and managerial systems, followed by a majority of novice users who
begin to be the primary users of the system. Kittur and his colleagues
observe a similar decline of elite users in Web 2.0 platforms and suggest
that it may be a common phenomenon in the evolution of online col-
laborative knowledge systems.

This tentative conclusion is reinforced by the research of Burke and
Kraut, which shows that to sustain the encyclopedia’s growing popular-
ity, organizers need to identify the platform’s more productive workers
and grant them ‘administrator’s status’ (Burke & Kraut, 2008). Important
to note here is that since the publication by Kittur et al. (2007), the En-
glish-language Wikipedia since 2007 has lost one-third of its editors (Simo-
nite, 2013). Problematically, the composition of this remaining editor-base
mainly consists of white male editors, a gender imbalance that plays out in

the substance of the encyclopedia project. “Its entries on Pokemon and fe-
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male porn stars are comprehensive, but its pages on female novelists or
places in sub-Saharan Africa are sketchy” (Simonite, 2013).4

Although Wikipedia researchers who look at compositions of the so-
called crowd do observe significant historical changes in the ‘wisdom of
crowds’ narrative, their analyses tend to retain a binary divide between
(few) experts and (many) common users, without considering other fac-
tors affecting collaborative production. Where they do notice the grow-
ing presence of non-human actors, such as software tools and mana-
gerial protocols, in the evolution of Wikipedia’s social dynamics, they
tend to underestimate their importance. In fact, the increasing open-
ness of Wikipedia to inexperienced human users is only made possible
by a sophisticated techno-managerial system facilitating collaboration
on various levels. Without the implementation of this strict hierarchical
content management system and its reliance on MediaWiki software,
Wikipedia would most likely have become a chaotic experiment.

According to Alexander Galloway, the Internet and many of its
(open source) applications are not simply open or closed, but modulat-
ed. More specifically, Galloway’s work is key to comprehending the ex-
tent to which networked technology and the management of its devel-
opments are moderated by protocol —logics and authority generated
“from technology itself and how people program it” (Galloway, 2004, p.
121). Wikipedia, built as an open system and carried out by large num-
bers of contributors, appears to be a warm, friendly technological space,
but only becomes warm and friendly through what Galloway refers to
as “technical standardization, agreement, organized implementation,
broad adoption and directed participation” (2004, p. 142).

It is in these formative years of Wikipedia that the specific technic-

44 - See also (Halfaker, A., Geiger, R. S., Morgan, ]., & Riedl, J. 2013) for a detailed
study of this problem.
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ity of its content materialized and developed into a techno-managerial
system, imposing a hierarchical order in deciding what entries to in-
clude or exclude and what edits to allow or block.# Here, to look more
closely at Wikipedia’s organizational hierarchy (Figure 10) is to distin-
guish various user groups, some of which are ‘global’ (in the sense that
they edit across various language Wikipedias) while others are specific

to a certain local Wikipedia.

most PermiSSions - developer

- steward

- checkuser

- oversight

- bureaucrat

- administrator

- bot

- registered user

- newly registered user

A\
-anonymous user

Nno permissions

- blocked user

Figure 10: User groups and their permission levels. Schematic overview
of global and local categories of Wikipedia users according to permission
levels (Wikimedia, n.d.-k)

45 - Joseph Reagle has described these dilemmas and protocols around openness
versus control in his book Good Faith Collaboration: The Culture of Wikipedia, in the
chapter titled ‘The Puzzle of Openness’ (Reagle, 2010, pp. 73-90).
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Each user group maintains the same pecking order, regulating the dis-
tribution of permission levels: blocked users have the least permissions,
for they can only edit their own talk page. Unregistered (anonymous)
users have fewer permissions than registered users, who in turn are at a
lower level of permission than bots; bots are close to administrators (or
‘admins’), who occupy the highest level in the elaborate Wikipedia-bu-
reaucracy. System administrators (or ‘developers’) have the most per-
missions, including server access. This is a small user group of only ten
people who “manage and maintain the Wikimedia Foundation Servers”
(Wikimedia, n.d.-f). Remarkable in this ranking system is the position
of bots (short for software robots), whose permission level is just below
that of administrators but above the authority of registered users. 1 will
return to the status of bots in the third section. For now, it is important
just to note the significant role of automated mechanisms in the con-
trol of content.

Taking this notion of Wikipedia as a liberated vehicle of human col-
laboration, it could be argued that the very success of the Wikipedia
project lies less as much in free collaboration as it does in the regula-
tion of collaborative production at every level, from a small edit or a
single upload to a more extensive contribution or even development of
the platform or its content.*® Like any large public system, Wikipedia
works through a system of disciplinary control by issuing rewards, such
as granting a dedicated user the authority level of administrator (Burke
& Kraut, 2008), and by blocking the contributing rights of those users
who deviate from the rules. A disciplinary system of power distribution

in the digital age, however, can’t be regarded exclusively as a system of

46 - Alot of this is literally implemented in MediaWiki.
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social control.# As Gilles Deleuze (1990) has pointed out in his acute
revision of Foucault’s disciplinary institutions, a ‘society of control’ de-
ploys technology as an intricate part of its social mechanisms. Wiki-
pedia’s content management system, with its distinct levels of permis-
sions, allows moreover for protocological control: a mode of control
that is at once social and technological—one cannot exist without the
other (Galloway, 2004, p. 17). Along the same lines, Bruno Latour (1991,
p. 129) proposes to analyze technological objects and infrastructures as
“socio-technical ensembles,” in which the strict division between “ma-

terial infrastructure” and “social superstructure” is dissolved:

Rather than asking ‘is this social’ or ‘is this technical or scientific’(...)
we simply ask: has a human replaced a non-human? Has a non-hu-
man replaced a human? (...). Power is not a property of any of those
elements [of humans or non-humans] but of a chain (Latour, 1991,

p. 110).

Attending to the chain, rather than reinforcing the ‘technology/society
divide’ that these theorists have already deconstructed before me, 1 ar-
gue that Wikipedia’s dynamic interweaving of human and non-human
content agents is an underrated yet crucial aspect of its performance.
The online encyclopedia’s success is based on socio-technical protoco-
logical control, a complex combination of its technical infrastructure
and the variegated collective ‘wisdom’ of its contributors. Rather than
assessing Wikipedia’s epistemology exclusively in terms of the ‘power

of elites’ versus the ‘wisdom of crowds, 1 propose to define Wikipedia
47 - Social scientist Mathieu O’Neil has studied the hierarchies and power structures
within Wikipedia, and underlines the “social authority” of Wikipedia administrators

as “interpreters of policy — judge, jury and executioner” (2009, p. 159).
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as a gradually evolving socio-technical system that carefully orches-
trates all kinds of human and non-human contributions towards its
development, by implementing managerial hierarchies, protocols, and
automated editing systems that constitute the technicity of Wikipedia
content. This technicity is also deployed to produce accurate and neu-

tral content.

ACCURATE AND NEUTRAL ENCYCLOPEDIC INFORMATION

Disregard of technological elements occurs in another heated debate
haunting the Wikipedia project since its inception: the question of the
credibility, accuracy and objectivity of its content as an encyclopedic
knowledge source, given the phenomenal difference of its experiment
in socially editable, collaborated and anonymous dissemination. In oth-
er words, Wikipedia organizes the authorship of content and manages
its standards, and thus ‘authority, quite differently to offline projects
like the Encyclopedia Britannica, against which it has often been com-
pared and tested.#® In response to this accuracy debate, reliant on the
assumed polarity between (known) experts and (unknown) laypersons,
few academics proposed to redirect their focus from encyclopedic con-
tent to the qualities and agency of Wikipedia’s technological tools.
One exception is a study by historian Roy Rosenzweig (2000) that
conducted a thorough analysis of Wikipedia content by comparing its
biographical entries to entries from the American National Biography
Online (written by known scholars). Rosenzweig concludes that the val-

ue of Wikipedia should not be sought in the accuracy of its published

48 - See Niederer and van Dijck (2010) for the extended discussion of these tests and

their outcomes.
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content at one moment in time but in the dynamics of its continuous
editing process—an intricate process where amateurs and experts col-
laborate in an extremely disciplined manner to improve entries each
time they are being edited. Rosenzweig notices the benefits of multiple
edits to the factuality of an entry. As he points out, it is not so many
crowds of anonymous users that make Wikipedia a reliable resource,
but a regulated system of consensus-based editing that shows up how
history is written from multiple accounts. In his words: “Although
Wikipedia as a product is problematic as a sole source of information,
the process of creating Wikipedia fosters an appreciation of the very
skills that historians try to teach” (2006, p. 138). One of the most im-
portant features, in this respect, is the website’s built-in history page for
each article, which lets you check the edit history of an entry. According
to Rosenzweig, the history of an article as well as personal watch lists
and recent changes pages are important instruments that give users ad-
ditional clues to determine the quality of individual Wikipedia entries.

The politics and technicity of anonymity add a whole other layer
to the accuracy debates, which is of importance to my development of
networked content analysis. Disputes regarding the accuracy and neu-
trality of Wikipedia’s content concentrate on the inherent unreliability
of anonymous sources. How can an entry be neutral and objective if
the encyclopedia accepts copy edits from anonymous contributors who
might have a vested interest in its outcome? Critics like Keen (2007)
and Denning et al. (2005) have objected to the principle of distributing
editing rights to all users. What remains unsaid in this debate is that the
impact of anonymous contributors is materially restricted due to tech-
nological and protocological control mechanisms. At a base level, every
erroneous anonymous edit is systematically overruled by anyone who

has a (similar or) higher level of permission (which is anyone except for
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blocked users). Since anonymous users are very low in the Wikipedia
pecking order, the longevity of their edits is likely to be short when they
break the rules of objectivity and neutrality. Furthermore, for anony-
mous editors, Wikipedia lists the 1P addresses. This has inspired and
enabled the creation of counter-tools such as WikiScanner for checking
the identity of anonymous contributors, which it does by matching IP
addresses with contact information. Bias in contributions can in this
way be identified by a layperson, tracked across multiple entries, and if
necessary, reversed.* My propositions for networked content analysis
attendant to these socio-technics is informed by controversy mapping
and follows the actors to understand the debate and the state thereof.
The debates concerning Wikipedia’s accuracy and neutrality have
been dominated by fallacious oppositions of human actors (experts ver-
sus amateurs, registered versus anonymous users) and have also favored
astatic approach to the evaluation of specific content (deemed correct or
incorrect at only one particular moment in time). Both of these starting
points have been ill-suited for the appreciation and analysis of dynamic

and networked content in platforms such as Wikipedia, mostly because
49 - On the History page of each Wikipedia entry, it is possible to access the time-
stamp and 1P-address for every anonymous edit made. The WikiScanner, a tool cre-
ated by California Institute of Technology student Virgil Griffith in 2007, made it
possible for anyone (not just logged in Wikipedia editors) to geo-locate anonymous
edits by looking up the IP addresses in a IP-to-Geo database and listing the 1P ad-
dresses and the companies and institutions they belong to, thus offering a tool for
journalists trying to locate and expose biased content. In the WikiScanner FAQ on
his website, Griffith states he created the WikiScanner to (among other reasons) ‘cre-
ate a fireworks display of public relations disasters in which everyone brings their
own fireworks, and enjoys. The WikiScanner was designed to reveal bias, and Griffith
has collected the most spectacular results on his website (Griffith, 2007). The Wikis-
canner is now offline. On December 21, 2012, an open-source clone of WikiScanner

called WikiWatchdog was launched (Scrinzi & Massa, 2012).
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a debate grounded in such parameters fails to acknowledge the crucial
impact of non-human actors—Wikipedia’s dynamic content manage-
ment system and the protocols by which it is run. Arguably, Wikipedia
is not simply the often-advertised platform of ‘many minds, nor is it
simply a free-for-all space for anonymous knowledge production. But
there is more to the technicity of Wikipedia content than savvy users
armed with notification feeds and monitoring devices. The technicity
of Wikipedia content, key to the further development and application
of networked content analysis, lies in the totality of tools and software
robots used for creating, editing, and linking entries, combating van-
dalism, banning users, scraping and feeding content and cleaning arti-
cles. It is this complex collaboration not of crowds but of human and
non-human agents combined, which defines the quality standards of
Wikipedia content and is crucial to networked content analysis. These

aspects must be taken into account when studying Wikipedia content.

CO-AUTHORED BY BOTS

The significant presence of bots in Wikipedia’s workings runs counter
to the commonly held assumption that Wikipedia content is authored
by human crowds. In fact, human editors would be greatly strained
to keep up the online encyclopedia if they weren’t assisted by a large
number of software robots. Bots are pieces of software or scripts that
are designed to ‘make automated edits without the necessity of human
decision-making’ They can be recognized by a username that contains
the word ‘bot, such as SieBot or TxiKiBoT (Wikimedia, n.d.-i).>° Bots

50 — The name ‘bot, and my description here of their movements may make bots

appear as elaborate kinds of Artificial Intelligence robots but in fact they are mostly
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are created by Wikipedians, and once approved, they obtain their own
user page and form their own user group with a certain level of access
and administrative rights, made visible by flags on a user account page.
One year after Wikipedia was founded, bots were introduced to help
with repetitive administrative tasks. Since the first bot was created on
Wikipedia, the number of bots has grown exponentially. In 2002, there
was only one active bot on Wikipedia; in 2006, the number had grown
to 151, and in 2008 there were 457 active bots (Wikimedia, n.d.-b, n.d.-c).

In general, there are two types of bots: editing (or ‘co-authoring’)
bots and non-editing (or ‘administrative’) bots. Each bot has a very spe-
cific approach to Wikipedia content, related to its often-narrow task.
Administrative bots are most well known and well liked among Wiki-
pedia users, deployed to perform policing tasks, such as blocking spam
and detecting vandalism. Bots that combat vandalism come into action
when seemingly radical or destructive edits are made, for example,
when large sections of content are deleted or written over in an article.
Spellchecking bots check language usage and make corrections in Wiki-
pedia articles. Ban enforcement bots can block a user from Wikipedia,
and thus take away his or her editing rights, which is something a regis-
tered user is not able to do. Non-editing bots also include data miners,
used to extract information from Wikipedia, and copyright violation
identifiers. The latter compare text in new Wikipedia entries to what is
already available on the web about that specific topic and report this to
a page for human editors to review. Most bots are created to perform
repetitive tasks and make many edits. In 2004, the first bots had accrued
a record number of 100,000 edits.

The second category of editing or co-authoring bots seems to be

—_—

very simple scripts that are triggered by rules.
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much less known by Wikipedia users and researchers (for otherwise
they would certainly have played a role in the debates about reliability
and accuracy). While not every bot is an author, all bots can be classi-
fied as what 1 am calling content agents, as they all actively engage with
Wikipedia content. The most active Wikipedians are in fact bots; a clos-
er look at various user groups reveal that bots create a large number of
revisions with high quality. Adler et al. (2008) discovered that the two
highest contributors in their test of the longevity of edits were bots. As
mentioned before, bots as a user group have more rights than registered
human users and also a very specific set of permissions. For instance,
bot edits are by default invisible in recent changes logs and watch lists.
Research cited above has already pointed out that Wikipedians rely on
these notification systems and feeds for the upkeep of articles (Wikime-
dia, n.d.-e).

Describing Wikipedians in bipolar categories of humans and
non-humans, however, does not do justice to what is, in fact, a third cat-
egory: the fact of so many active users being robustly assisted by admin-
istrative and monitoring tools. The capacities of these kinds of users are
captured in naming them ‘software-assisted human editors. Bots are
Wikipedians’ co-authors of many entries. One of the first editing bots
to be deployed by Wikipedians was rambot, a piece of software created
by Derek Ramsey (Wikimedia, n.d.-g). Rambot pulls content from pub-
lic databases and feeds it into Wikipedia, creating or editing articles on
specific content, either one by one or as a batch. Since its inception in
2002, rambot has created approximately 30,000 articles on U.S. cities
and counties on Wikipedia using data from the CIA World Factbook and
the U.S. Census. Since the content produced by authoring bots relies
heavily on their source, errors in the data set caused rambot to publish

around 2,000 corrupted articles. In the course of time, bot-generated
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articles on American cities and counties were corrected and comple-
mented by human editors, following a strict format protocol: history,
geography, demographics, etc. The articles appear strikingly tidy and
informative and remarkably uniform. If we compare, for instance, an
article on La Grange, lllinois, as created by rambot in 2002 with a more
recent version of this article from 2009, it clearly shows the outcomes
of a collaborative editing process; the entry has been enriched with
facts, figures and images (Figure 11). The basic format, however, has re-
mained the same. To date, it still is rambot’s main task to create and edit
articles about U.S. counties and cities, while human editors check and

complement the facts provided by this software robot. 5

51 - See SmackBot’s Request for approval here: http://en.wikipedia.org/wiki/Wikipe-

dia:Bots/Requests_for_approval/SmackBot_o (Wikimedia, 2010)

121



La Grange, Illinois
From Wikipedia, the free encyclopedia

1532, 11 lor y

from the current revision.
(dif) - Previous revision | Latest revision (df) | Newer revision — (dif)

La Grange is a village located in Cook County, linois. As of the 2000 census, the vilage had a total population of 15,608,

Geography
La Grange is located at 41°4829" North, 87°52'24" West (41.807938, -87.873455)'.

According to the United States Census Bureau, the village has a total area of 6.5 km? (2.5 mi). 6.5 km (2.5 mi#) of it is land and none of it is covered by water.

Demographics

As of the census of 2000, there are 15,608 people, 5,624 households, and 4,049 families residing in the village. The population density is 2,400.9/km? (6,220.7/mi?). There are 5,781 housing units
at an average density of 889.3/km? (2,304.1/mi%). The racial makeup of the village is 91.02% White, 6.02% African American, 0.09% Native American, 1.00% Asian, 0.02% Pacific Islander, 0.99%
from other races, and 0.86% from two or more races. 3.66% of the population are Hispanic or Latino of any race.

There are 5,624 households out of which 37.9% have children under the age of 18 living with them, 60.3% are married couples living together, 9.2% have a female householder with no husband
present, and 28.0% are non-families. 24.5% of all households are made up of individuals and 9.7% have someone living alone who is 65 years of age or older. The average household size is 2.67
and the average family size is 3.23.

In the vilage the population is spread out with 28.5% under the age of 18, 4.8% from 18 to 24, 29.4% from 25 to 44, 23.8% from 45 to 64, and 13.5% who are 65 years of age or older. The median
age s 38 years. For every 100 females there are 94.2 males. For every 100 females age 18 and over, there are 7.4 males.

Tha madian innama fr & hatisahnld in tha uilana i 880 245 and tha madian insama far o family ia €05 £RA Malas hava & marian insama nf €83 190 uareiie €41 280 fnr famalas Tha nar ranita

La Grange, Illinois

From Wikipedia, the free encyciopedia Coordinates: (g 41°48729°N 87'5224°W
1 ). P

(6f) — Previous revision | Latest revision (dif) | Newer revision — (4i)

For the unincorporated community in Brown County, see La Grange, Brown County, linos.
La Grange, a suburb of Chicago, is a village in Cook County, in the U.S. state of lllinois.!"] The population was 15,550 at the 2010 census.?!

La Grange, lllinois.
Vilage

Contents [nice]

1 History
2 Geography
3 Demographics
4 Economy

4.1 Business and commerce
5 Ats and culture

5.1 Architecture
6 Government

6.1 Endorsing organizations

La Grange Vilage Hall

Country United States
7 Education State llinois
7.1 Public schools County
8 Infrastructure Coordinates  (, 41°48/20°N 87°52°24"W
8.1 Transportation
" Area 2552 sqmi (7 km?)
82 Hoalth care -land 2525qmi(7 k)
9 Notable people - water 0.00 sq mi (0 km?)
10 References Population 15,550 (2010)
11 Extomnal lisks Density 61706/ 5q mi (2:382/ k)
Timezone (CST (UTC-6)
- summer (DST)  COT (UTC-5)
History jpostal code
This section does not cite any sources. Please help improve this section by adding citations to reliable sources.
Unsourced material may be challenged and removed. (April 2012)
The area around La Grange was first settied in the 1830s, i ved out 1o the west rapid population increase in the
city in the decade since its incorporation. The first settler, Robert Leitch, came to the area in 1830, seven years before the City of Chicago was
ted. La Grange's location, at 13 miles (21 km) from the Chicago Loop, is not considered far from the city by today's

standards, but in that time the residents enjoyed the peace of rural life without much communication with urban residents.

Figure 11: A bot-created article compared to a human-edited article. The
upper screenshot is the La Grange, lllinois article as created by rambot
on December 11, 2002. The lower screenshot shows the same article on

November 14 2015 (Wikipedia, n.d.).
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But how dependent is Wikipedia on the use of bots as content agents
for the creation and editing of its articles? What is the relative balance
of human versus non-human contributions in the online encyclope-
dia? Peculiarly, the answer to this simple question turns out to be lay-
ered and nuanced. From the statistics offered by Wikipedia, it is ob-
servable that the use of non-human contributions differs to a striking
degree between various language Wikipedias (Wikimedia, n.d.-h). As a
global project, Wikipedia features over ten million articles in over 250
languages. What is the relative balance of human versus non-human
agents? The fact that Wikipedia distinguishes between local and glob-
al user groups already suggests that bot activity might differ across lo-
cal Wikipedias. As it turns out, specific language Wikipedias not only
greatly vary in size and number of articles, but also in bot activity. The
percentage of bot edits in all Wikipedias combined was 21,5% in 2009.
In 2014, Wikipedia had 22.4% bot activity. The percentage of bot edits
in all Wikipedias combined was 25,8% in February of 2015. Excluding
the English language Wikipedia, total bot activity counts up to over 35%
(which was 39% in 2009). This shows that bot activity is unevenly dis-
tributed across language versions (Wikimedia, n.d.-a).>s

To account for the differences in bot activity versus human ac-
tivity, in previous research 1 have compared bot activity in the most-
used language Wikipedias (English, Japanese, German) to bot activity

in endangered and revived language Wikipedias (e.g. Cornish, Oriya,

52 — See also Wikimedia Statistics, http://stats.wikimedia.org/ (Wikimedia, n.d.-h).

53 — A description of the international versions is offered by Lih (2009). Research-
ers have also studied controversial ‘forkings’ (or splitting) of language versions, most
famously the Spanish fork of 2002, a full copy of the Spanish Wikipedia content to
a new wiki with the name ‘Enciclopedia Libre, which left the “Spanish Wikipedia

rather inactive for all of 2002” (Lih, 2009, p. 138; Tkacz, 2015).
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Ladino) (Digital Methods Initiative, 2008b). Most of the editing of the
English, Japanese, and German Wikipedias in 2008 was shown to be
done by human editors. The German Wikipedia, for instance, had only
9% bot activity, the English version even less. Wikipedias of small and
endangered languages showed a high dependency on bots and relatively
small percentage of human edits. One small Wikipedia, in the language
‘Bishnupriya Manipuri' had seen 97% of its edits made by bots. Further
analysis of bot activity versus human activity revealed that the degree
of bot dependency could be an indicator of the general state of a lan-
guage Wikipedia—if not the state of that language itself—in the global
constellation.

It is noticeable when looking at the different types of bots that
Wikipedias are maintained mainly by bots that network the content.
These are called interwiki and interlanguage bots. These bots take care
of linking ‘articles to articles’ in Wikipedias, and prevent links and pages
from becoming orphans or dead ends. Wikipedia policy states that all
articles should be networked and part of the Wikipedia web. Not only
are ‘good’ Wikipedia articles full of links to reliable sources, they should
also link to related Wikipedia articles and sub-articles, and be linked to.
Articles that only refer to each other, but are not linked to or linking to
other articles, are also considered a threat to the principle of building
the web.5* Most of the work in interlinking these Wikipedia language
versions is done by so-called interwiki bots.

It is possible to analyze a language version’s state of interconnect-
edness using the Wikipedia statistics pages, featuring lists of the most
active bots per language Wikipedia. They reveal that most-used lan-

guage Wikipedias, which obviously contain much more content than

54 - See also (Wikimedia, n.d.-j).
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the smaller language Wikipedias, have bot activity distributed across
administrative tasks. In German, for instance, the top 45 of most active
bots featured 27 interwiki bots and 18 bots that are meant to edit con-
tent, add categories and fix broken links. In the smaller language Wiki-
pedias, bots significantly outnumbered human editors and were most-
ly dedicated to linking articles to related articles in other Wikipedias;
they made sure the content, however scarce, is networked. The Cornish
Wikipedia’s top 45 of most active bots, for instance, showed at least 35
interwiki bots, and the remainder were bots with unspecified functions.
These interwiki bots, such as Silvonenbot, a bot that adds interlanguage
links, make connections between various language Wikipedias. Smaller
language Wikipedias thus make sure that every article is properly linked
sideways, and prevent the language Wikipedia from becoming isolated.

Tracing the collaboration between human and non-human agents
in Wikipedias thus allows for interesting and unexpected insights into
the culturally and linguistically diverse makeup of this global project.
Following the ‘wisdom of crowds’ paradigm, it is tempting to look for
cultural-linguistic diversity in patterns of transnational collaboration
in different languages, from so many proliferated cultural backgrounds.
But in line with this paradigm, British information scientists have
demonstrated that the Internet—and Wikipedia in particular—is any-
thing but a culturally neutral space; major aspects of online collabora-
tive work are influenced by pre-existing cultural differences between
human contributors, as discussed in a comparative content analysis of
the editing behavior found in four language versions of the Wikipedia
article on Games (Pfeil, Zaphiris, & Ang, 20006). Adding a medium-spe-
cific networked content analysis of the varied distributions of bot de-
pendency across the wide range of language Wikipedias, it is possible

to elaborate further that cultural differences in collaborative authoring
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of Wikipedia content cannot just be accounted for in terms of human
users; they reveal themselves, perhaps more strikingly, in the relative
shares of human and non-humans contributions, which can be tracked
through automated patterns of contributions. High levels of bot activi-
ty, mainly dedicated to networking content and to building the web, are
an indicator of small or endangered languages; a richer variety of bot
activity, largely subservient to human editing activity, could be consid-
ered an indicator of a large and lively language space. This is relevant to
the understanding of Wikipedia content, for those researchers invested
in its analysis.

Before moving to the climate change debate, in the following sec-
tion 1 will present two studies that each offer a close reading of articles
in order to study a controversy (in this case the Srebrenica Massacre and
the city name of Gdansk) and how it is taking place behind the scenes
of Wikipedia articles. I discuss these studies in order to make a case for
an approach to networked content analysis that uses the (ever-evolving)
technicity of the Wikipedia platform in the analysis of a controversial
topic. Subsequently, 1 will proceed to discuss the issue central to my
dissertation, namely that of the climate change debate. The study ex-
plicitly deploys the networked-ness of Wikipedia content to demarcate
an arrangement of related, interlinked, articles and looks into the com-

position of its editors as well as editing activity over time.

WIKIPEDIA AND CONTROVERSY MAPPING

In its status as encyclopedia project, it seems initially counterintuitive
to think of Wikipedia as a space of controversy. If it were to operate

fully in line with the offline genre of the encyclopedia, as a utility whose
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information is pre-officiated and fixed (but indeed, revisited authori-
tatively with each edition) the online reader would assume that all
controversy would aim to be resolved as best as possible, prior to its
publication. However, due to the way Wikipedia content is networked,
designed and managed, the platform has emerged to be recognized
as a unique socio-technical site of, and for, controversy mapping, an
encyclopedic project that is ever exposed ‘in the making. To deal with
controversy at the level of information, Jimbo Wales advocates the de-
scription of sometimes-conflicting perspectives within the same arti-
cle, to achieve a neutral point of view (the NPoV rule). In his words:
“Perhaps the easiest way to make your writing more encyclopedic, is
to write about what people believe, rather than what is so” (Wales in
(Bruns, 2005, p. 112). In making this work, the NPoV rule in Wikipedia is
crucial and has therefore been heralded as a success story of the poten-
tial of open editing. Consider the example of the controversial entry on

abortion, where after a dispute editors chose to include

an in-depth discussion on of the different positions about the moral
and legal viability of abortion at different times. (...) This made it
easier to organize and understand the arguments surrounding the
topic of abortion, which were each then presented sympathetically,

each with its strengths and weaknesses (Wales in Bruns, 2005, p. 112).

There are other examples, however, in which a networked content anal-
ysis of controversial Wikipedia articles provides a much richer view of
the debates taking place around a certain topic than the site itself can
achieve. For instance, using the different language versions of an article
is one very useful means to compare Wikipedia articles on a singular

specificissue. Researchers including Rogers and Sendijarevic (2012), and
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similarly Bilic and Bulian (2014), have pointed out that it is more accu-
rate to say that there are “national” rather than “neutral” points of view,
where different language versions provide different views on a specific
historic event (Rogers & Sendijarevic, 2012). In this section, 1 will discuss
two analyses of controversy around the history of a specific place, and
how these case studies deploy the technicities of Wikipedia content for
their analysis. First, 1 will discuss a famously debated article on Gdarisk/
Danzig (Jemielniak, 2014). Secondly, 1 will discuss the study of the Sre-
brenica massacre by Rogers and Sendijarevic (2012).

The article on Gdarisk/Danzig is one of the better-known con-
troversy objects within Wikipedia.s An ethnographic study by Darius
Jemelniak explores this case extensively, by looking at how the “tradi-
tional dispute resolution methods” (2014, p. 59) of Wikipedia proved
ineffective in this case, such that consensus was never reached. The
article on Gdansk, which was written already in 2001 with the start of
the Wikipedia project, consisted in its first version of just two sentenc-
es: “Gdansk is a city in Poland, on the Baltic sea. Its old German name
is Danzig” (2014, p. 65). In December of the same year, after several
changes to the body of the article, an editor decided to change its title
and all other mentions of Gdarisk in the article to Danzig. Jemelniak
describes how various editors have striven to reach a compromise in
both the naming and the description of the city and its history through
traditional means of conflict resolution, such as discussion on the talk
page, mediation by administrators in contributing to the article, closing
down the article from editing activity and eventually splitting the arti-
cle into one about Gdansk and one about Danzig.

Jemelniak emphasizes that in accordance with the larger Wikipedia

55 - See also URL: https://en.wikipedia.org/wiki/Gdansk.

128



model, a consensus is often reached over time, therefore, “winning an
argument is simply about staying in the discussion long enough” (2014,
p- 67)5° In the case of Gdansk, however, longevity did not lead to con-
sensus and the edit war persisted for years. Between 2003 and 2005, the
editing was mainly done by four editors heatedly working on the article,
which lead administrator Ed Poor (who we will see more of in the study
of the climate change articles) to intervene. His efforts however only ex-
acerbated the edit war, which was by then even listed as one of the lam-
est edit wars’ ever on the Wikipedia page dedicated to tracking these.5s®
Eventually, a sub-page was set up for voting about the naming conven-
tion. This subpage first “prolonged the debate” but later did facilitate a
vote, which attracted a strikingly small number of only 80 votes (2014,
p- 73). Today, the Gdanisk page in English uses the city name Gdansk
throughout the article, and Danzig has its own dedicated article. Where
Jemielniak looks mostly at the various actors and their discussions in
the talk page for his content analysis, which allows for a close reading
of the controversy, he also makes use of the technicity of the platform
that includes the editing history per user, and checks the editing history

of some of the 80 editors who did vote, for instance. The fact that some

56 - In his book chapter on the controversy, Jemielniak describes the various editor
types that remained active throughout the years and distinguishes between “at least
four groups,” including German and Prussian nationalists (pro-Danzig), Polish na-
tionalists (pro-Gdansk), editors trying to end the dispute by looking at sources (no
preference), and editors trying to end the dispute through mitigation and inclusion

of all viewpoints (2014, p. 67).

57 - Poor suggested the following solution: “Gdansk (or Danzig) is a famous Europe-
an city with a long and colourful history. It is known in English by two slightly differ-

ent names: in alphabetical order, Danzig (German) and Gdansk (Polish)” (2014, p. 69).

58 - See also: ‘Lamest edit wars’ (Wikimedia, n.d.-d).
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of these editors only had a very limited editing history before the date
of the vote raises further questions about whether user accounts were
created solely for this purpose.® Jemielniak’s analysis concludes from
this that Wikipedia as a “community relies as much on cooperation as
it does on conflict” (2014, p. 84), which he then fleshes out by looking
at the strict editing protocols at play (discussed earlier in this chapter).
In his analysis, Jemielniak makes use of various technicities of Wiki-
pedia. For instance, he looks at the history of the article comparing ver-
sions of the article, follows the debate on the talk page, studies the actor
composition by looking at the different users in the editing history, and
looks at editing activity per user and the profiles of each of the Wiki-
pedians involved in the discussions and editing wars. Furthermore, he
gains insight into the internal Wikipedia culture by describing the role
of administrators in mediating and locking down controversial articles,
and by pointing at the (humorously intended) lamest edit wars’ page.®®
However, where Jemelniak starts his study by saying that “traditional
dispute resolution methods” did not work in the Gdansk/Danzig exam-

ple, we will see that the eventual forking of the article (into one about

59 — The first sentence of the Gdarisk article reads: “Gdansk (pronounced [gdansk],
English pronunciation /go'daensk/, German: Danzig, pronounced ['dantsig], also
known by other alternative names) is a Polish city on the Baltic coast, the capital of
the Pomeranian Voivodeship, Poland’s principal seaport and the centre of the coun-
try’s fourth-largest metropolitan area” (Wikipedia, 2016b). The first sentence of the
‘Free City of Danzig’ article reads “The Free City of Danzig (German: Freie Stadt Dan-
zig; Polish: Wolne Miasto Gdansk) was a semi-autonomous city-state that existed
between 1920 and 1939, consisting of the Baltic Sea port of Danzig (now Gdansk,

Poland) and nearly 200 towns in the surrounding areas” (Wikipedia, 2016a).

60 - The questions of which lock-down mechanisms are deployed by Wikipedia and
what is the role of bots (and their automated user blocking) in these edit wars, are

worth asking here too.
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Gdarisk and one about Danzig) to displace controversy is a means to
end (or at least isolate) controversy. This strategy is used frequently in
Wikipedia, and may even be one of the most relied upon, and appreci-
ated dispute resolution mechanisms.

Another strong example of a study that makes use of the technicity
of Wikipedia content to appraise controversy in the workings of Wiki-
pedia was conducted by Rogers and Sendijarevic around the topic of
the Srebrenica massacre of July 1995. Where Jemielniak describes Wiki-
pedia as a dissent-driven platform, Rogers and Sendijarevic discuss the
platform as a “cultural reference” (Rogers & Sendijarevic, 2012), and site
for controversy mapping. Perhaps it is needless to emphasize again
that this is a counter-intuitive point of departure from the notion of
Wikipedia authorship as being principally invested in the cultivation
of a neutral point of view (NPoV), to “[represent] fairly, proportionate-
ly, and as far as possible without bias, all significant views that have
been published by reliable sources” (Wikipedia 2012). In this case study,
conducted by Rogers and Sendijarevic, the research question is whether
Wikipedia could show up ongoing differences in points of view on the
events of July 1995 in Srebrenica, through a method of comparing vari-
ous language versions of the article on the Srebrenica Massacre (Rogers
& Sendijarevic, 2012).

The content demarcated for this comparative analysis consists of
six language versions of the article on the ‘Srebrenica Massacre, namely
the English, Dutch, Bosnian, Serbian, Croatian and Serbo-Croatian ver-
sions. The content used for comparison are both the more traditional
parts of an article, such as the table of content, the title, the authors (or
editors), images and references. Wikipedia-specific content elements
added to the data set include the discussion pages and the location of

anonymous editors (based on their IP-address) (Rogers and Sendijarevic
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2012). This leaves out other similarly specific elements that are also of
interest in the study of Wikipedia articles, such as the activity of bots,
which as discussed are often the most active editors, whether across an
entire language version of Wikipedia or in a single article.

A first step in the analysis was to align side-by-side the different el-
ements of the various articles. Tables and charts were drawn up, which
enabled the researchers to quickly discover that, indeed, significant dis-
crepancies between the different language versions could be discerned.
First of all, in the article titles: ‘Srebrenica Massacre’ (English), ‘Masakr
u Srebrenici’ (Serbian), ‘Masakr u Srebrenici’ (Serbo-Croatian), ‘Geno-
cida u Srebrenici’ (Bosnian), ‘Genocide u Srebrenici’(Croatian) and ‘De
Val van Srebrenica’ (Dutch), they could identify references to this single
event as massacre, genocide, or the military term “fall” of Srebrenica, as
the Dutch article title reads. Another striking difference could be found
in the victim count across article versions (Table 1), where the Dutch
and Serbian articles round down, and the others tend to be higher, and

the English one most specific (Rogers & Sendijarevic, 2012).

Wikipedia Language version Number of Bosniak victims of

the Srebrenica massacre

Dutch (Nederlands) 7000-8000
English 8372
Bosnian (Bosanski) 8000
Croatian (Hrvatski) 8000
Serbian (Srpski) 6000-8000

Serbo-Croatian (Srpsko-Hrvatski) | 8ooo

Table 1: Wikipedia articles compared across language versions.
Comparison of victim counts from the Srebrenica massacre in the Bosnian,
Croatian, Dutch, English, Serbian and Serbo-Croatian articles (Rogers &

Sendijarevic, 2012)
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The first analysis confirmed a ‘national’ point of view rather than a
‘neutral’ point of view (Rogers & Sendijarevic, 2012). With method-
ological nuance, Rogers and Sendijarevic explore networked content
analysis on different technical levels. Firstly, on a Wikipedia language
version level, their detailed findings give an overview of the four Bal-
kan language versions (Serbian, Croatian, Serbo-Croatian and Bosnian),
and compare them in terms of article count, number of edits, number
of users and number of active users. Secondly, on this same level, they
compare the creation dates of the various Srebrenica massacre articles
in the respective Wikipedia language versions, including Dutch and En-
glish, and set these against the creation dates of the Wikipedia language
versions themselves.

Analyzing the editors of these articles for each language version,
Rogers and Sendijarevic's results show editor activity across language
versions, and for the anonymous users (for which an 1P-address is listed
as mentioned before when discussing the WikiScanner) an overview of
their location. (Interestingly, as networked content analysis research-
ers you can localize anonymous users, but not registered ones.) At
the level of the article, their study includes a comparison of the use of
images “looking at the sheer numbers (62 in total), the shares of them
(English with 20, Bosnian 15, Croatian 14, Serbian and Serbo-Croatian 5
and Dutch 3), the common ones, and those that are unique” (Rogers &
Sendijarevic, 2012, p.46), and a similar analysis of shared and unique ref-
erences, the victim count per article, and the table of content. Regard-
ing the talk page, their study offers a very detailed description of the ac-
tors’ positions and discussions. Rogers and Sendijarevic make the point
that these sub-analyses, especially of discussions, show the struggles to
achieve neutrality, especially in the English and Serbo-Croatian version.

“Editors of the various language versions participate in the English ver-

133



sion, which results in a continually contested article often referred to
(in the Serbian article) as western biased. The Serbo-Croatian strives to
be anti-nationalist and apolitical, employing a variety of means to unify
the Bosnian and Serbian points of view” (Rogers & Sendijarevic, 2012,
p.1). In all, the researchers found that “the analysis provides footing for
studying Wikipedia’s language versions as cultural references.”

Both the Danzig and Srebrenica study offer examples of how the
technicity of Wikipedia content offers opportunities for controversy
mapping. A good example of what a networked content analysis ap-
proach could look like when applied to the issue of climate change on
Wikipedia can be found in a study by digital methods researchers Car-
olin Gerlitz and Michael Stevenson, which was conducted already in
2009, and is discussed in the following section. Their case study, titled
The Place of Issues, combines the study of networked articles with a close
reading of editing activity, and actor commitment, including active bots

(Digital Methods Initiative, 2009).

WIKIPEDIA AND THE CLIMATE CHANGE DEBATE

In their study, Gerlitz and Stevenson first collect all Wikipedia articles
that are interlinked with the article on Global Warming, and only retain
the reciprocal links (2009). Subsequently, each of the resulting URLs
is scraped for links to Wikipedia articles, which are collected in a rela-
tional database. This database is visualized with ReseauL.u, software for
network analysis and visualization, after which the articles selected for
further analysis are highlighted (Figure 12).

The technicity of this Wikipedia article ecology represents a histori-
cal and geographical ‘mapping’ of a dispute that can be studied through
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a networked content analysis. The network graph displays the network
of articles surrounding ‘Global Warming’ on Wikipedia, based on links
between the articles. The nodes are sized according to their numbers of
links, and shaped according to their role in the network (hubs appear in
purple), and distributed according to the links they receive (in-degree
centrality) and give (out-degree centrality) to other articles. The article
‘Global Warming’ acts as a central node, connecting a dense cluster of
articles related to climate change science (e.g. temperature records, key
reports and concepts), to a looser, more heterogeneous network of arti-
cles, including some of the terms most popularly associated with the is-
sue (‘Climate Change, ‘Carbon Dioxide, ‘Ozone Depletion, ‘Kyoto Pro-
tocol’ and ‘Renewable Energy’). Notably, this last group includes articles
explicitly about the climate change debate: e.g. ‘Scientific Opinion on
Climate Change, ‘Global Warming Controversy’ and ‘Solar Variation’
(considered by the Wikipedian who created the article as "competition
for 'global warming' theory") (2009). Within both clusters are articles
explicitly about climate change debates, such as ‘Scientific opinion on
climate change’ and ‘Global warming controversy’ in the looser cluster,

and ‘Climate change denial’ in the dense cluster.
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Figure 12: Article network graph. This graph depicts the network of
Wikipedia articles interlinked with the ‘Global Warming’ Wikipedia article.
Nodes are sized according to numbers of links, shaped according to their
role in the network (hubs appear in purple), and distributed according to

their in- and out-degree centrality (Digital Methods Initiative, 2009).

One interpretation of the network of articles comes from the hypoth-
esis that structurally, Wikipedia networks may represent the free ency-
clopedia's desire to resolve controversy (an aim embodied implicitly, for
example, in the aforementioned NPoV core rule). From this perspective,
one sees a very clear separation — at the level of discourse and article
delineations and links — of factual articles from articles dealing with

the popular debate surrounding the existence and causes of Global
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Warming (2009). * In further analyses (below), Stevenson and Gerlitz
ask whether the creation of specific new articles dedicated to the con-
troversy may be better viewed as a form of controversy management,
one that is specific to Wikipedia.®

Stevenson and Gerlitz commenced their study of ‘controversy man-
agement’ on Wikipedia by zooming in on editing activity within a select
sample of articles address Global Warming. For each article in the sam-
ple, they tallied the number of edits per month from November 2001 to
July 2009 and visualized this as a (over two meters wide) ‘bubble line’

heat map, where the intensity of the red color indicates editing activity

(Figure 13).

Figure 13: Editing heat map. This is an over two meters-wide bubble line
heat map, visualizing the editing activity over time in a set of climate
change related articles. The intensity of the red color indicates the editing

activity in the respective article (Digital Methods Initiative, 2009).

61 - In a brief study of the skeptics’ resonance in this set of Wikipedia articles, 1 took
the list of interlinked global warming-related articles and queried them for a list of
known skeptics—the keynote speakers of the first Heartland climate change confer-
ence in 2008—and found most mentions of these skeptics in the articles on the ‘Cli-
mate Change Controversy’ and the ‘Inter-governmental Panel of Climate Change. S.
Fred Singer was the most mentioned skeptic, listed in four different global warming
related articles. See also URL: https://wiki.digitalmethods.net/Dmi/WikipediaCli-

mateChangeSkeptics (Digital Methods Initiative, n.d.-a).

62 - This relates to what Jemielnak phrased as dispute resolution mechanisms, and
also to the sociological studies of science and technology as discussed in the first

chapter.

137



Networked content analysis allows for a historical reconstruction of a
debate. Here, it appears to indicate generic Wikipedia editing trends,
such as overall increases of editing interventions over time, and the rel-
ative decrease in activity in the months of June and December, as well as
to mark out the existence of an 'incubation’ period between an article's
creation and its maturation, with initial editing and a period of inactivi-
ty followed by more regular editing. One may also recognize issue atten-
tion cycles as discussed in the Introduction to this dissertation, where
‘new’ news around the controversy or debate has the effect of spiking
Wikipedia activity across specific pages. Accounting for tool-assisted
human editors, who will receive alerts when ‘their’ articles have been
edited, these upward spirals may have resulted in editing wars more
than once. For example, consider the editing activity after the release of
Climate Change 2007, the Fourth Assessment Report (AR4) of the Unit-
ed Nations Intergovernmental Panel on Climate Change (IPCC) in Feb-
ruary of 2007. The sudden decline of activity for the ‘Global Warming’
and ‘Global Warming Controversy’ articles are the result of article pro-
tection of both articles after an editing war led administrators to close
down the article from further editing. The heat map may thus also be
used to signal significant moments in Wikipedia's management of the
issue of global warming (Digital Methods Initiative, 2009).

In addition to this editing activity heat map, Gerlitz and Stevenson
made a similar bubble heat map of bot activity. Here, they shift focus
to the technical actors active in this article ecology and recognize two
things. Firstly, and perhaps unsurprisingly, the most actively edited ar-
ticles in the network have most bot activity. The four most active bots

in this space (ClueBot, SmackBot, TawkerBot2, and AntiVandalBot) are

63 - Another part of their study zooms in on bot activity, which is similarly visualized

as a heat map ‘bubble line’
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anti-vandalism bots that are indeed also most active in the most-edit-
ed articles.% Secondly, the researchers found that bots do not account
for the high editing activity, as most bots that are editing these articles
make only up to ten edits each.

More telling in this particular case is a closer view on actor editing
activity in the context of controversy management on and by Wikipedia.
In February of 2003, the article ‘Scientific Opinion on Climate Change’
was created, which has led to a decline in editing activity both in the
article on ‘Global Warming’ and that on ‘Climate Change. By creating a
separate article, the controversy was effectively displaced, taken out of
the main articles, and as a ‘controversy object’ moved into its own ded-
icated space. Gerlitz and Stevenson looked close into this displacement
by asking whether this displacement had let to editor migration from
the main article on climate change to the controversy article on the sci-
entific opinion on climate change. The visualization in Figure 14 shows
the editing activity of those editors active in the ‘Climate Change’ arti-
cle three months prior to the creation of ‘Scientific Opinion’ and three
months after its creation. And indeed, we can see that most editors have
migrated along with the newly created article, which again (just like the
Gdansk/Dantzig example) proves the effectiveness of this measure in
the management of controversy on Wikipedia through forking. Only
one of the editors active in the Climate Change article before the cre-
ation of the Scientific Opinion article remains active, however slightly,
in the original article on Climate Change. The mass migration of edi-

64 - ClueBot (now called ClueBot NG) is an anti-vandalism bot; SmackBot (presently
called Helpful Pixie Bot) is an editing bot, mostly formatting articles. TawkerBot2
and its follow-up AntiVandalBot were anti-vandalism bots (currently inactive). See
also: Wikipedia, User: AntiVandalBot, n.d. URL: https://en.wikipedia.org/wiki/Us-
er:AntiVandalBot
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tors who were active in the main article on climate change to the forked
debate article on the issue yet again demonstrates a commitment to
debate as such, rather than to the knowledge of climate change, as we
have also seen in the web analysis of skeptics and their ‘related issues’ in

the previous study in Chapter 3.

’ Edits to “Climate Change”

Edits to “Scientific Opinion
on Climate Change”
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Figure 14: Editor migration map. This Dorling map visualizes the
activity of editors active in the ‘Climate Change’ Wikipedia article in
June of 2003 (left), as compared to those active in the articles on ‘Climate
Change’ and ‘Scientific Opinion on Climate Change’ (right) (Digital
Methods Initiative, 2009).
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The above case studies are examples of how the methods of networked
content analysis can close-read the dynamics of controversy and con-
troversy management in relationships between content and its technic-
ity. As discussed in the first part of this chapter, much of the research
has focused on the accuracy of Wikipedia content and its editor's col-
lective (however small) effort to reach high quality and neutral content.
However, these case studies reveal that for controversial topics, the arti-
cles presented may be the result of contestation, mediation, lock-down
or displacement.

Wikipedia as an online encyclopedia project presents hotly debated
climate change entries side by side to more straightforward and uncon-
troversial entries. To further the study of Wikipedia content production
and controversy, researchers, programmers, and designers of four uni-
versities working together in the context of the aforementioned project
Electronic Maps to Assist Public Science (EMAPS) have created Contro-
pedia, an analytical platform that offers novel visual analyses of the in-
stances and objects of contestation within Wikipedia articles (EMAPS,
2015).% Their key orientation towards these inquiries and their utility
is that conflicts on Wikipedia “often reflect larger societal debates.”*
Contropedia, presently being developed for both the public and specific
users such as scientists and decision-makers, aims to extract social con-
troversies from Wikipedia and provide new insights into these through
visualization tools. Contropedia builds its metrics on those of Wiki-
pedia itself, and combines real-time data about editing and discussion
activity, to “[allow] for a deeper understanding of the substance, com-

65 — My discussion of this project and other research and art projects related to big
data was published in Big Data & Society (Niederer & Taudin Chabot, 2015).

66 - See also: Borra et al. (2015).
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position, actor alignment, trajectory and liveliness of controversies on
Wikipedia” (EMAPS, 2015). This commitment to the co-development
of, essentially, a publicly available tool for networked content analysis,
is perhaps a sign of this practice that 1 am outlining in this thesis start-
ing to take form further, and is confirmed as necessary for public and
civic sector needs. Contropedia is specific to Wikipedia, and could even
help to refine the impact and relevance of the Wikipedia project, and
will clearly provide a powerful tool for a networked content analysis of
controversial issues, repurposing markers of technicity by reading them
as markers of controversy (e.g. editing activity or talk page activity).

As discussed in the Introduction to this dissertation (Chapter 1), in
present media conditions, a clean separation of content from the plat-
forms that serve and format it is no longer feasible. It is now impossi-
ble, or, at least, unadvisable, to regard a Wikipedia article as entirely
separate from its publicly available production process. Questions re-
garding actor composition, bot activity, discussion and forking are of
great interest to those invested in content analysis in a networked era
as such, and to anyone embarking on the mapping of a contemporary
debate. Krippendorff has laid the groundwork for such analysis, well
prior to content analysis having to deal with online content. Further-
more, Krippendorff has laid out the non-intrusiveness of the approach,
the inclusion of content in all its shapes and forms, and the attention to
the context of content, which are all applicable to the study of a debate
in Wikipedia. By extending the approach to adapt to the specificities of
networked content, 1 have proposed to take up digital methods and re-
search principles, if you will, from controversy mapping. Herring, in her
2010 piece has also suggested extending the paradigm of content anal-
ysis to suit web content. However, in contrast with her suggestion to

pull in methods from non-digital realms, | propose to build on existing
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digital methods to suit the study of networked content. As controversy
mapping urges researchers to follow the actors and describe what you see
(rather than carrying pre-set categories and codebooks), this encourag-
es the Networked Content Analysis researcher to make use of the net-

workedness of content and traverse content spaces.

CONCLUSIONS

In line with David Beer’s call for a more thorough understanding of
the “technological unconscious” (2009) of participatory web cultures,
I have in this chapter discussed several methods to study networked
content while unraveling in detail the close interdependency of human
and technological agents, in order to further the instruments needed
for networked content analysis. It is important to comprehend the
powerful information technologies that shape our everyday life, and
the coded mechanisms behind our informational practices and cultural
experiences. The analysis of the Wikipedia platform as a socio-technical
system is a first step in the direction of developing such adaptive tech-
niques for networked content analysis.

The first generation of scholarly Wikipedia research has focused
mainly on the platform’s capacities for crowdsourcing knowledge pro-
duction, as well as on the reliability of its co-produced content. | have
argued for more attention to the machinery that facilitates and formats
this knowledge production. While traditional content analysis may
reach its limits to struggle with the omnipresence of technical agents
in the wiki-platform of Wikipedia, networked content analysis provides
means to properly assess Wikipedia’s content, across articles and lan-

guage versions. Nicolas Carr has compared Web 2.0 to the mechani-
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cal Turk (of the late 18th century), which “turns people’s actions and
judgments into functions in a software program” (Carr, 2008, p. 218).
Wikipedia on the other hand could be described as its opposite; peo-
ple are so focused on watching the humans creating knowledge, that
they do not see the machinery and actual bots that are so entangled
with what is created and collaborated.®” A thorough and critical under-
standing of the automated processes that structure human judgments
and decisions in and beyond online space requires analytical skills and
medium-specific methods. These are crucial to a full understanding
of how Wikipedia and other online platforms work. The methods are
also useful for users learning to critically analyze their interactions with
technology beyond softwarized modes of control, and towards active
engagement in technologized knowledge development (Zittrain, 2008,
p. 245). Furthermore, by assessing Wikipedia’s content across articles
and language versions, and its comparison to more static encyclope-
dia projects, frameworks and tools for networked content analysis also
make it clear how Wikipedia is socio-technically modulated towards
reliability and consensus over time.

Wikipedia has never been an egalitarian space; its various user
groups have very distinct levels of permissions, and it is not only human
actors that form the hard core of editors. In this chapter, | have argued
how Wikipedia’s collaborative qualities and workings are complexly
technical and hierarchical, involving not only human users but specific

combinations of human and non-human actors.®® Since 2002, Wikipe-

67 - See also (Niederer, 2016).

68 - Critiquing the presentation of non-human actors as existing more or less au-
tonomously from human users, Jaron Lanier has argued that: “Some people (...) be-

lieve they are hearing algorithms and crowds and other internet-supported nonhu-
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dia content has been maintained by both tool-assisted human editors
and bots, and collaboration has been modulated by protocols and strict
managerial hierarchies. Bots are systematically deployed to detect and
revert vandalism, monitor certain articles, and, if necessary, ban users,
but they also play a substantial role in the creation and maintenance
of content. As 1 have pointed out, bot activity may also be analyzed,
perhaps counter-intuitively, as an indicator of the international or in-
tercultural dimension of Wikipedia as a global project.

Studies that include technicity, non-human actors, and coded pro-
tocols can contribute greatly to our understanding of controversial top-
ics such as climate change on platforms like Wikipedia. In this chapter,
attention to climate change as a web-based controversy object, and to
recent software projects such as Contropedia (EMAPS, 2015), enables
a socio-technical view behind the scenes of collaborative knowledge
production. With its history tabs and discussion pages, its intricate ad-
ministrative systems of editing policy, software robots and tool-assist-
ed humans (Geiger & Ribes, 2010; Niederer & Van Dijck, 2010, 2014),
Wikipedia proves to be a place and platform par excellence to conduct
networked content analysis to map controversy dynamics.

Asking what kind of climate change debate Wikipedia puts forward,
1 want to conclude that Wikipedia offers critical insights into the so-
cio-technics of online knowledge production and controversy manage-
ment. However different its technicity is from other parts of the web,
Wikipedia shares a capacity alongside the other platforms of this thesis
to be extremely useful for the study of actor commitment. The mass
migration of editors of the main article on climate change to the forked

debate article, for instance, yet again underlines the skeptics’ commit-

—_—

man entities speak for themselves. 1 don’t hear their voices, though - and 1 believe

those who do are fooling themselves” (Lanier, 2010, p. 39).
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ment to debate as such, rather than to climate change as a specific topic and research
field. This harkens back to the study of the skeptics on the web, where we found their
‘related issues’ to be largely unrelated to climate change (see chapter 3). The different
and recurring research findings, methodological insights and analytics emphasized in
this and the previous chapter might prove to be scalable to other platforms and web
infrastructures too, as will be similarly explored in the following chapter on content
networked by Twitter. In the next chapter 1 will assess the composition of actors for
even more specific climate-related discourses. Additionally, 1 will further ‘profile’ these
sub-discourses by looking at most amplified content (retweets) and most-shared content
(by looking at the URLs included in tweets). So far, ] would argue that the vastly different
technicities we have encountered in the first two case studies confirm the necessity to
refine the definitions and demarcations of (the materiality of) content, and recognize the
technicity as an active agent and part of networked content.

—
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5

Mapping the Resonance
of Climate Change
Discourses on Twitter






IN THE PREVIOUS CHAPTERS, 1 HAVE PROPOSED NETWORKED CONTENT
ANALYSIS AS AN APPROACH TO THE STUDY OF ONLINE NETWORKED CON-
TENT SHAPED BY THE TECHNICITY OF ITS PLATFORMS AND ENGINES. The
first case study traced climate change skeptics in science (through sci-
entific publications) and on the web (looking at hyperlinking networks
and their resonance in search engine results for the query of climate
change). What 1 found was that networked content analysis presented
the skeptics as professional skeptics, engaged in skepticism of a variety of
topics, rather than presenting them as scientists dedicated to the topic
of climate change alone. The second case study discussed in detail the
technicity of Wikipedia, as a socio-technical site especially suited for
controversy mapping. The study of the climate change debate in Wiki-
pedia further established the profile of skeptics as dedicated to debate,
as in the controversy management by Wikipedia editors, creating an
article dedicated to the scientific debate, the actors most active in ques-
tioning and editing the article on climate change migrated along to the
new article. They even never returned to the main article on the issue
of climate change.

In this chapter, 1 will apply networked content analysis to the cli-
mate change debate in Twitter in the period of 2012-2014. More than in
the previous case studies of the web and Wikipedia, 1 will discuss in de-
tail the issue of climate change, its sub-issues and the recent literature
connecting it to conflict. As this study entails working with the built-in
logics of the platform, and begins with recognizing the very particular
(socio-technical) ways in which content is networked there. Therefore,
1 will first briefly discuss how content circulates on the micro-blogging

platform.® This discussion is not designed to be a full glossary of Twit-

69 - For historical accounts of the development of the micro-blogging platform

Twitter, see for instance (Rogers, 2013; Van Dijck, 2011, 2013).
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ter features (which can be found on Twitter), but rather a brief intro-
duction to the many ways in which content and its users are networked
in Twitter.”

Twitter is a global messaging social network that allows its users to
publish short messages (and links) up to 140 characters in length. These
so-called ‘tweets’ can be posted by registered users that have a username
that starts with an @. Twitter prioritizes ‘fresh’ data and presents tweets
in reverse chronological order (with the latest post on top) and does so
in real-time.” For each tweet, Twitter displays some numeric data, such
as the number of retweets and favorites, and a time stamp indicating
how much time has passed since the tweet was posted. For each user,
Twitter lists the number of followers, and the number of users this user
is following, as well as the date of registration. Furthermore, users can
add a short description, a URL, and a location (even geo-location) to
each of their tweets. All tweets are publicly accessible, except for direct
messages between users and tweets from protected accounts.

Hashtags (keywords marked with a hash or #) are included in tweets
to tag content and to participate in a public conversation, by connecting
to public channels of content that carries the same hashtag (a conven-
tion to group content known from Internet Relay Chat [IRC]). Hashtags
thus “facilitate[s] a global discussion on a topic beyond a user’s follower
network” (Lotan et al., 2011), as they can be clicked to present a stream

of all messages containing that hashtag (again, with the most recent

70 - See for instance: ‘Getting Started with Twitter’ in the Twitter Help Center
(Twitter, n.d.).

71 - For a critical analysis of the freshness of data and the ‘real-time-ness’ of Twitter

and other social media, see: (Helmond, 2007; Weltevrede, Helmond, & Gerlitz, 2014).
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tweet presented on top).”” The use of hashtags can therefore also be
interpreted as a willful means to connect to a broader conversation,
trending beyond one’s personal network. The use of hashtags for analy-
sis has some limitations, as hashtags occur in less than 20% of all tweets
and are used by specific users for specific practices (Gerlitz & Rieder,
2013). However, as 1 will discuss later in this chapter, tweets containing
multiple hashtags offer possibilities for co-hashtag analysis, where the
co-occurring hashtags are regarded as topical clusters.” Users following
other users (to ‘listen’ to their stream of messages), is one of the promi-
nent activities on Twitter (Van Dijck, 2011). This activity adds followed
users’ posts to one’s own ‘Timeline. Other user interactions include @
mentions (tweets that address a user by mentioning their @username),
@replies (tweets sent in response to other tweets) and retweets (boyd,
Golder, & Lotan, 2010, p. 2). 7

Retweeting, or the resending or quoting of another user’s tweet, is
done to amplify a message, sharing information with a user’s followers,
or commenting on a quoted message. Other motivations for retweet-
ing are discussed extensively in boyd et al., based on interviews (2010,
p- 6). Retweeting has been built into the Twitter interface (alongside
favorites and replies). Different third-party apps have different formats

of retweeting, just as different users may style their retweets different-

72 — See later in this chapter for a brief discussion of the role of the hashtag in Twit-
ter. See also Gerlitz and Rieder (2013) for a discussion of the affordances of hashtags
for research. They find, on the basis of their 1% sample analyzing 1 day of tweets, that

13,1% of the tweets include hashtags.
73 — See also: Gerlitz & Rieder (2013).

74 - See also boyd et al. (2010) and Honeycutt and Herring (2009) for discussions of
the various motivations users may have to include an @mention, such as attention

seeking, addressing users, etc.
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ly (for instance, by adding ‘via @username’ rather than RT, short for
ReTweet), which should be taken into account when studying Twitter
data.”s Tweets may include URLSs, where reported percentages of tweets
with URLSs vary from 22% to 11.7% (boyd et al., 2010; Gerlitz & Rieder,
2013; Smyrnaios & Rieder, 2013). Here, networked content analysts have
to keep in mind that URLs may be shortened (for example with bit.ly)
in order to save space, i.e. a URL mentioned in a tweet can’t always be
recognized by a common web address including www (boyd et al., 2010,
p- 2).

As tweets can cover all sorts of mundane topics, but also carry more
substantive missives of public political and informational value, the use
of Twitter data for scholarly research is becoming widespread.”® Accord-
ing to Tumasjan et al. (2010), tweets can function as indicators of po-
litical opinion while Twitter offers a platform for political deliberation,

which also makes it a highly suitable site for controversy analysis around

75 — Gerlitz and Rieder (2013) discuss demarcation of data in Twitter, as many case
studies use specific hashtags or user practices (such as retweeting or favoriting) as a
means to demarcate a sample, which is a question of recall (how many data points did

1 get?) and precision (how many of these data points are relevant?).

76 - The use of Twitter data for cultural and social analysis has been described as
a third phase in Twitter’s popular cultural uptake, which had as its first phase the
function of being an “ambient friend-following tool,” where user content answers
the question “What are you doing?” (Rogers, 2014, p. xii). The second phase of Twitter
usage encouraged by Twitter’s new tagline “What’s happening?” both recognized and

further fostered its use as a “news medium for event-following” (2014, p. xiv).
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a social issue.””7® The choice of including Twitter as a platform for the
study of the form and substance of the issue of climate change and vul-
nerability concepts therein is not arbitrary. Twitter relates knowledge
perception, reception, and conversation. Furthermore, Twitter has an
interesting relationship with mass media content, as it is not just a me-
dia platform, but a platform that transpires within multiple media net-
works. Twitter could be approached through more conventional news
cycle analyses but also through “meme-tracking” (Leskovec, Backstrom,
& Kleinberg, 2009). In the latter mode, Twitter as a micro-blog could
then be seen as highly responsive to or even parasitical or imploding
of conventional news sites, echoing and amplifying news snippets by
tweeting and retweeting. Further, as Twitter is often moving informa-
tion faster than the news, Twitter content in some cases is news. Of
course for these reasons, Twitter is a popular medium for professional
journalists. They bind tweets to their story, and when their work has
been published they may tweet a link to that article, using it as a chan-
nel for the distribution of their own work. As news and mass media
sources strive to make their content “platform-ready,” a term by Hel-
mond (2015), the entanglement of news, other mass media content and

new platforms has entered the next level. Networked content analysis

77 = In their 2010 study, Tumasjan et al. studied deliberation by looking at the ex-
change of substantive issues and equality of participation (as put forward by Koop
and Jansen 2009 in their study of blogs as sites of deliberation). Through a content
analysis of 100,000 tweets about German political parties around the federal elec-
tions of 2009, they found that Twitter was used extensively for political deliberation,
with a massive number of tweets mentioning one or more of the political parties, and

one-third of these messages partaking in platform-based conversations.

78 — The predictive affordances of Twitter have been criticized by scholars such as
Daniel Gayo-Avello, whose paper from 2012 offers an interesting ‘annotated biogra-

phy’ with a discussion of Twitter prediction literature (Gayo-Avello, 2012).
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proposes to take this entanglement as a given and to demarcate content
through the logic of the platform (as developed in digital methods) and
thus follow the actors across sources (as is key to controversy analysis).
The rise of digital media does not mean the end of traditional mass me-
dia, but its reconfiguration as part of online networked content. This is
important to bear in mind analytically, and key to its utility for research
practices such as networked content analysis.

Just as in Wikipedia and the web (accessed through Google Web
Search), it is no longer possible to separate content from its carrier.
Looking at the entanglement of content with Twitter’s technicities of
distributing, networking and amplification its content, it also highly
unadvisable to even attempt to ignore these mechanisms.” Taking that
as a starting point of networked content analysis, where any evalua-
tion of online content should acknowledge the significance of its so-
cio-technological structure, 1 operationalize the previously introduced
socio-technics of Twitter (in shared links, retweets, etc.) in the follow-
ing analyses of the climate change debate. Firstly, I will compare the res-
onance of terms associated with climate change, including skepticism,
mitigation, adaptation and conflict through a climate change content
collection in Twitter. This is to propose that the changing prominence
of each concept in time indicates a ‘phase’ in the issue evolution of cli-
mate change as a controversy object (EMAPS, 2013).%°

For the first part of the case study, 1 worked with a data set contain-

ing 8.3 million climate change tweets (from the period of 23 Novem-

79 - DMI-TCAT as a tool, does separate Twitter content from the platform Twitter.
However, it retains the information about how Twitter structures its information.

See also Borra and Rieder (2014).

80 - Needless to say, these phases are not cleanly separated chronologically but rath-

er overlap.
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ber 2012 until 30 May 2013), which I queried for the keywords [skeptic],
[mitigation], [adaptation] and [conflict OR violence], using the online
Digital Method Initiative’s Twitter Capture and Analysis Tool (DMI-
TCAT) (Borra & Rieder, 2014). Each of these queries refer to one of four
related climate change discourses: skepticism (towards the man-made
origins and unprecedentedness of climate change), mitigation (the pre-
vention of further climate change by minimizing its causes), adaptation
(to climate change), and conflict (here taken to mean political unrest
relatable to climate change vulnerability).® Given ‘vulnerability’ has be-
come a prominent and focalizing, contested discourse within climate
change debates, both in the scientific literature (as mapped out by the
IPCC in 2014) and in news coverage around climate change, 1 will dis-
cuss this more elaborately (IPCC, 2014, p. 3).52 Here, 1 will build on the
influential work of sociologist Ulrich Beck, who has described climate
change as one of the main problems of our World at Risk (Beck, 2009).
In his framing, multiple anticipated crises (climate change, terrorism,

financial disaster and so on) lead to a situation in which

[tThe decoupling of the social location and the social decision-mak-

ing responsibility from the places and times in which other, ‘foreign’

81 - In the EMAPS Digital Methods Fall Data Sprint, we also asked whether conflict
could be seen as a fourth phase in the evolution of the issue of climate change, after
skepticism, mitigation and adaptation (EMAPS, 2013).

82 - The IPCC’s Working Group 11 has mapped adaptation within scientific literature
on climate change and concludes that there is an overall doubling of the volume
of publication in this field in less than five years, and secondly that adaptation has
become a central area of research within the scientific literature on climate change
(EMAPS, 2014d). See also URL: http://climaps.eu/#!/narrative/reading-the-state-of-
climate-change-from-digital-media.
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populations become (or are made) the object of possible physical

and social injuries (Beck, 2009, p. 161).

This decoupling between the decision-making and the sites of such
possible “injuries” (2009, p.161), or casualties, can be clearly demonstrat-
ed when looking at the assessment of climate change adaptation and
climate change vulnerability, and the way discussions about the distri-
bution of resources to those places most vulnerable to the adverse ef-
fects of climate change play out at the UN Framework Convention on Cli-
mate Change’s Conference of the Parties (UNFCC COP). Climate change
vulnerability according to the IPCC is the “degree to which a system
is susceptible to and is unable to cope with adverse effects (of climate
change)” (IPCC, 2001). Vulnerability research is, therefore, interested in
“the shocks and stresses experienced by the social-ecological system,
the response of the system, and the capacity for adaptive action” (Adger,
2000, p. 269).

The Kyoto protocol’s Adaptation Fund and the UNFCC have de-
scribed their commitment to and funding of adaptation as designed
“to assist developing countries that are particularly vulnerable to the
adverse effects of climate change” (Klein, 2009, pp. 284, 289). Impor-
tantly, the assessment of such particularly vulnerable countries has been
critically described as a “political challenge,” rather than a scientific
effort (2009, p. 284), as the socio-economic variables addressed when
determining vulnerability blur the line between adaptation actions
and development aid.® The prominence now given to ‘adaptation’ and

‘vulnerability’ discourses and models within the discussion of climate
83 - This is discussed in detail in the Climaps issue story ‘Who Deserves to be Fund-
ed? A closer look at the practices of vulnerability assessments and the priorities of
adaptation funding’ (EMAPS, 2014f).
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change, both in the UNFCC and scientific literature and on an opera-
tional level, as in the field of urban planning, has lead to the declaration
of an ‘adaptation turn’ (Howard, 2009; Venturini et al., 2014).

The following case study addresses the further development of net-
worked content analysis by attending to technicities of the widely used
and globally accessed Twitter platform. The case study foregrounds not
just the utility of Twitter for such analyses but also, in the other direc-
tion, considers which of the aforementioned networked content analysis
methods and techniques developed in the previous case studies (in chap-
ters 3 and 4) might also be applied to the platform of Twitter, and which

others are so productively platform-specific to be non-transferable.

USING TWITTER DATA FOR RESEARCH

Twitter has often been described as an important channel during po-
litical events and social unrest (Shirky, 2008; Sullivan, 2009; Tufekci
& Wilson, 2012). At the same time, popular and scholarly assessments
of the role played by Twitter in social uprisings come with some ca-
veats. For example, news coverage of the uprisings in Iran has been
(productively) criticized as “heavily skewed” towards being presented
as technology-driven social movement (Morozov, 2009). Gladwell has
pointed out that such skewing is due partly to Western scholars’ and
media pundits’ own “outsized enthusiasm(s) for social media” (Glad-
well, 2010). Other scholars have looked closer at the composition of the
actors in the various uprisings, painting a more fine-grained picture of
the role and relevance of the platform in these uprisings (Poell & Dar-
moni, 2012).

According to Hermida, Twitter is a site for “the immediate dissem-
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ination of digital fragments of news and information from official and
unofficial sources over a variety of systems and devices,” (2010, p. 298)
and might, therefore, be better understood as an “awareness system,”
rather than merely a micro-blogging platform.*# This awareness sys-
tem functions as an always-on communication channel, ready to move
“from the background to the foreground” when necessary (2010, p. 298).
Twitter, Hermida argues, creates the means for “ambient journalism,”
where value does not lie in any single tweet but rather in the “aware-
ness system that offers diverse means to collect, communicate, share
and display news and information, serving diverse purposes” (2010, p.
301). And it is this function of Twitter as awareness system that 1 will
assess in the case study of Twitter hashtag clusters.

Twitter has been analyzed as a source of happening content and fresh
data, as a site for real-time research (Back et al., 2012; Marres & Wel-
tevrede, 2013b), as a platform with a “dual nature of information source
and conversation enabler” (Veltri, 2013), and as an “(archived) data set
and anticipatory medium” (Rogers, 2014, p. xiv). Methods and tools for
capturing and analyzing this real-time data have been developed for in-
stance by Bruns and Liang (2012), who study Twitter as an important

channel for crisis communication during and after natural disasters,3

84 - The term “awareness systems” here refers to systems that support remote

co-working (2010, p. 301).

85 - In the vein of big data research, researchers such as de Rijke et al. (2014) repur-
pose the real-timeness of Twitter data to reveal current cultural preferences in re-
al-time; for example, in their work, to overview what music the world is listening to
right now. Their project Streamwatchr collects about 500,000 music tweets per day.
For each of the tweets that mention what someone is listening to, Streamwatchr out-
puts a tile on its front-page interface “with a photo of the artist and a play button (via
mouse scroll over) that does, indeed, play the song (from Youtube)” (de Rijke, 2014).
Relatedly, MIT MediaLab project Whose Voices? tracks which Twitter users are cited
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and by scholars who have looked at the predictive quality of tweets in
relation to the stock market (Sprenger et al. 2014) or political sentiment
around elections (Tumasjan et al. 2010).

In what follows, I will look at the content that Twitter serves around
the issue of climate change, and conduct a Networked Content Analy-
sis of a year’s worth of English-language climate-related tweets, explor-
ing the “Twitter ecology” (boyd et al., 2010) of climate change content.
Twitter evidently does not produce ‘climate science’ but instead, puts
scientific research into circulation while enabling up close, located and
platform-literate engagements able to assess the resonance of climate
change adaptation and indicators of vulnerability within the broader
online discussion of climate change. Before exploring the resonance of
the adaptation turn on Twitter, 1 will discuss the critical need to attend
to vulnerability and adaptation concepts through a review of recent lit-
erature (news media, NGO reports, and scientific literature) that is con-
necting the risk of climate change to injuries and to conflict.* Combin-
ing a description of vulnerability assessments from published reports
and media content with a methodological application of digital meth-
ods to Twitter, this chapter shows networked content analysis working
to unpack and give analytic complexity to important discourses within
the issue of climate change. This chapter focuses on the period of 2012-
2014, a timeframe during which conflict was increasingly attributed to

climate change, as I will discuss in the next section.

in the media, and through case studies zooms in on the diversity of sources quoted
on the international citizen media platform Global Voices (Matias, 2012).

86 - In this chapter, more than in the previous case studies on the web and Wikipe-
dia, I will discuss in detail the issue of climate change, its sub-issues and the recent

literature connecting it to conflict.

161



CLIMATE CHANGE VULNERABILITY AND ITS RELATION TO CONFLICT

Climate scholar Richard Klein has recently paid due critical attention
to this rise of vulnerability research in scientific work. Klein describes
how “vulnerability has become a popular concept in a very diverse set
of research fields” (2009, p. 285) in projects ranging from “studies of
vulnerability to terrorism, to poverty, to computer viruses, to oil spills,
to globalisation, to radiation, to SARS, to earthquakes, to financial col-
lapse, to political change, and so on” (2009, p. 285). Importantly for
this thesis, the particular connection 1 want to make between climate
vulnerability and conflict has been steadily gaining attention in both
scholarly research and popular media outlets. Following the publica-
tion of a research article on climate and conflict by Hsiang, Burke and
Miguel (2013), media outlets themselves began to pose speculative re-
search questions, for example: “Could hotter temperatures from cli-
mate change boost violence?” and, “How could a drought spark a civil
war?” (Doucleff, 2013; NPR, 2013). The link between the Arab Spring and
climate change was quickly made during this time, as headlines report-
ed “Drought helped cause Syria’s war. Will climate change bring more
like it?” and “Climate change and rising food prices heightened Arab
Spring” (Perez, 2013; Plumer, 2013). The climate-conflict nexus, how-
ever, comprises many complicated facets of indexing and data trian-

gulation, spurring further debates among scientists within and across
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disciplines.?”

The emerging literature on climate change and conflict further appears
to focus on two broader questions: ‘how’ climate change leads to con-
flict and ‘where’ climate change-induced conflicts will most likely take
place (Homer-Dixon, 1991). As bleak headlines already indicate, a va-
riety of climatic variables are considered to be of influence on human
conflict. According to Barnett and Adger (2008), there are two ways in
which conflict might be stimulated by climate change. First, in line with
research by Rifkin (2002), changes in the political economy of energy
resources (due to mitigative action to reduce emissions from fossil fu-

els) could result in conflict. Second, conflict could be stimulated by the

87 - 1t is important to clarify how ‘solid’ this relationship between climate change
and conflict is conceived to be at the time of writing. In a meta-analysis conducted
by Hsiang, Burke and Miguel (2013), who evaluated 6o primary studies on the topic,
particular trends are observed. For one, deviations from average rainfall and tem-
peratures, whether up or down, are likely to result in human conflict on three levels,
from the more local level of interpersonal violence and crime, moving to intergroup
violence and political instability, and then measuring conflict at the global level, in
terms of institutional breakdown and the collapse of civilizations (2013, p.1). On a
local level, several studies in psychology and economics have found that individuals
are more likely to act aggressively or show violent behavior if ambient temperatures
at the time of observation are higher (Anderson, 2001; Auliciems & DiBartolo, 1995;
Kenrick & MacFarlane, 1986). Other recent literature indicates that in low-income
settings, extreme rainfall events that adversely affect agricultural income are simi-
larly associated with higher rates of personal violence and property crime (Blakeslee
& Fishman, 2013; Mehlum, Miguel, & Torvik, 2006). Some longitudinal studies of
intergroup violence point out that such social conflicts tend to be more likely after
extreme rainfall conditions (Bohlken & Sergenti, 2010; Hendrix & Salehyan, 2012).
Such research tends to confirm rather than challenge aforementioned findings on
the priori relationship between social unrest and rainfall in low-income settings. In
other words, reduced agricultural production may be an important mediating mech-
anism of conflict, although alternative explanations such as political instability can-

not be excluded.
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effects of actual or perceived long-term or short-term climate impacts
in causing changes to social systems (Barnett & Adger, 2008). Short-
term impacts include a change in the intensity and frequency of floods,
droughts, storms and cyclones, fires, heat waves and epidemics. In the
long term, changes in average conditions such as temperature, sea lev-
el, and annual precipitation will impact social-ecological systems. Also
mediating the relationship between these climatic changes and human
conflict are the interrelated issues of resource scarcity (cropland, fresh
water, fisheries or forests) and migration (Raleigh & Urdal, 2007). En-
vironmentally induced migration could lead to increased pressures on
resources in areas or countries of destination and inter-communal ten-
sions in source areas (Barnett, 2003; Reuveny, 2007). These trends may
also complicate future food security as the competition around increas-
ingly scarce resources proliferates.

The question then of where climate change-induced conflicts (and
other casualties and damages) will most likely take place, makes the ques-
tion of how the concept of climate vulnerability can be studied even more
urgent. A number of studies on the connection between climate change
and conflict note that the vulnerability of people to climate change de-
pends on the extent to which they are dependent on natural resources
and ecosystem services, the extent to which the resources and services
they rely on are sensitive to climate change, and their capacity to adapt
to changes in these resources and services (Barnett & Adger, 2008; Ho-
mer-Dixon, 1991; Reuveny, 2007). Furthermore, those countries that do
not have the ability to adapt to environmental change — often poor and
underdeveloped states — are in turn more vulnerable to environmen-
tally related violence (Homer-Dixon, 1991). This vulnerability to climate
change impacts and related effects such as violence is described in terms

of a lack of ‘adaptive capacity, or “the ability or potential of a system to
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respond successfully to climate variability and change. [...] Common
traits include human and social capital, wealth, technology, and the
quantity and quality of infrastructure” (Stanton, Cegan, Bueno, & Ack-
erman, 2011, p. 4). These traits are among the variables used in so-called
climate vulnerability indices, published as annual research reports that

rank countries according to their adaptive capacity to climate change.

VULNERABILITY INDICES AND THE ASSESSMENT

OF ADAPTIVE CAPACITY

Since the 1990s, there have been many projects that attempted to de-
velop indices that claim to measure vulnerability to social and envi-
ronmental change (Barnett, Lambert, & Fry, 2008). These vulnerability
indices typically combine multiple indicators of a variable into a single
measure, thus ordering a set of entities into quantitative attributes or
traits. As such, they are integral to many contexts that require system-
atic approaches to decision-making, especially those that concern the
management or governance of risk (cf. Beck, 2009; Renn & Graham,
2005). At the same time, however, according to Barnett, Lambert and
Fry, there have been so many attempts to create such indices that it
has “[lead] the National Research Council (2000) to conclude that there
is no consensus on their appropriateness, theoretical and scientific ba-
sis, and appropriate level of specificity or aggregation” (2008, p. 1006).
Furthermore, measuring vulnerability has been described as “impos-
sible,” as well as problematic in “rais[ing] false expectations,” around
socio-ecological systems, given that “there is ambiguity on what exactly

the problem to be solved is and no canonical solution exists” (Hinkel,
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2011, p. 2006).8% 39 Nevertheless, vulnerability research aims to inform
decision-making around funding opportunities to mitigate the worst
possible impacts of climate change for particularly vulnerable target
nations.”

In a comparative analysis of three vulnerability indices, their ranked
lists of most and least vulnerable countries and their usage, we have

found that countries calculated to be most vulnerable and at risk ac-

88 - In his review of vulnerability research traditions, climate change scholar W. Neil
Adger (20006) distinguishes between two scholarly “antecedents” that have “acted as
seedbeds for ideas that eventually translated into current research on vulnerability of
social and physical systems in an integrated manner” (20006, p. 270). These are “the
analysis of vulnerability as lack of entitlements and the analysis of vulnerability to
natural hazard.” This double-ness in the history of the research concept has lead to a
distinct parallelism in research practices where some researchers focus solely on eco-
logical systems and “largely ignore physical and biological systems (entitlements and
livelihoods),” while others “try to integrate social and ecological systems” (2000, p.
270). A serious challenge following from the rise of adaptation and its inherent com-
plexity is the question of how to develop robust and credible indicators and criteria
for measuring vulnerability (Adger, 2006; Birkmann, 20006; Eriksen & Kelly, 2007).

89 - Hinkel (2011) presents an analysis of six diverse types of problems that vulner-
ability indicators are meant to address according to his review of the literature: “(i)
identification of mitigation targets; (ii) identification of vulnerable people, com-
munities, regions, etc.; (iii) raising awareness; (iv) allocation of adaptation funds;
(v) monitoring of adaptation policy; and (vi) conducting scientific research.” (2011,
p-198). Based on this, he finds that only the second type of problem can be addressed
by vulnerability indicators, but only at small and local scales, causing him to question
the concept of vulnerability itself and the applied methodologies (2011, p.198).

90 — Naomi Klein in her book This Changes Everything (2014) discusses this as a jus-
tice issue. Many developing countries due to both their specific local environments
and limited infrastructures will be worse hit by the impacts of climate change, while
having contributed least (e.g. in the sense of carbon emission levels) to creating the
problem in the first place.
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cording to one Index may be among those with the greatest adaptive
capacity according to the other Indices that take into account other
variables (EMAPS, 2014g). Figure 15 shows a world map that compares
the output of this triangulation, which illustrates some comparative ap-
preciation of vulnerability, but also the lack of consensus on methodol-
ogies and, therefore, rankings of vulnerability. It is not surprising that
the assessment of climate change vulnerability using indicators con-
tinues to divide both policy and academic communities alike (EMAPS,

2014g; Hinkel, 2011, p. 198).
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Figure 15: Who is vulnerable according to whom? This world map

visualizes an exploratory comparative analysis of Germanwatch’s Climate
Risk Index (CRI), DARA’s Climate Vulnerability Monitor (CVM), and the
Global Adaptation Initiative’s Global Adaptation Index (GAIN) in their
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o1 - See also URL:  http://climaps.org/?utm_content=buffersifo8&utm_medi-

um=social&utm_source=twitter.com&utm_campaign=buffer#!/map/who-is-vul-

nerable-according-to-whom.
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TWITTER, CLIMATE VULNERABILITY AND THE ADAPTATION TURN

However significant the differences between the three discussed indi-
ces may be, the lack of consensus does not seem to have hindered the
coverage and talk of adaptation in official negotiations and gatherings
as well as scientific literature, where a turn of attention to climate adap-
tation has been recognized. In the remainder of this chapter dedicated
to Twitter, 1 will ask what kind of view on the climate change debate
Twitter enables. Does a climate change awareness system indeed play
out through the platform? And secondly, does an adaptation turn reso-
nate here too? Taking as a starting point of networked content analysis
the notion that any evaluation of online content should acknowledge
the significance of its socio-technological structure, 1 operationalize
the previously introduced socio-technics of Twitter—in shared links,
retweets, etc.—in the following analyses of this case study. Firstly, 1
will compare the resonance of terms associated with climate change,
including skepticism, mitigation, adaptation and conflict through a cli-
mate change content collection in Twitter. This is to propose that the
changing prominence of each concept in time indicates a ‘phase’ in the
issue evolution of climate change as a controversy object (EMAPS, 2013).

As mentioned earlier in this chapter, for this analysis a data set con-
taining 8.3 million climate change tweets (from the period of 23 No-
vember 2012 until 30 May 2013) is queried for the keywords ‘skeptic,

‘mitigation, ‘adaptation’ and ‘conflict OR violence, using the online
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Twitter Capture and Analysis Tool (TCAT) (Borra & Rieder 2014). 9%
Following the logic of the Twitter platform, 1 have created profiles for
each keyword indicating their various socio-technical formats of reso-
nance, listing their URLs, top 10 hashtags, top 10 mentioned users, top
10 active users, and top 10 hosts (of the URLs mentioned in the tweets).
The profiles include the most linked URL and the most retweeted tweet
for each of the keywords. Focusing on the top does not merely attune
to the logic of the platform and its ranking, from a user perspective it
means the selection of content with the most exposure, those tweets

most viewed by users.%*

92 - The climate change collection was made with TCAT by collecting tweets that
mention climate change (also spelled as climatechange), global warming (and global-
warming), climate, drought, or flood. This is a very wide data set, opting for high
recall and low precision, which we then filtered, retaining only tweets mentioning

‘climate change’ or ‘global warming.

093 - The data set is available from the tool at URL: http://tcat.digitalmethods.

net/analysis/index.php?dataset=globalwarming&query=&url _guery=&exclude=&-

from user name=&from_ source=&startdate=2012-11-23&enddate=2013-05-

30&whattodo=&graph_resolution=day.

94 - This is similar to working with top results in the Google Web Search engine,
it follows the logic of the medium and the logic of working with the results most

viewed (and clicked) by its users.
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Figure 16: Profiling adaptation and its place in climate change debates

with Twitter. This map shows profiles of four discursive areas within the

climate change debate: skepticism (with the query ‘skeptic’), mitigation,
adaptation, and conflict (with the query ‘conflict’ OR ‘violence’) (EMAPS,

2014¢).%

05 — The full map and data set are available at URL: http://climaps.eu/#!/map/pro-
filing-adaptation-and-its-place-in-climate-change-debates-with-twitter-1 (EMAPS,

2014C).



Figure 16 offers a visual rendition of these discourse profiles. The term
of ‘adaptation’ resonates most in the climate change tweets, with 30,560
results, indicating that indeed also in Twitter the ‘adaptation turn’ has
occurred.”® Overall, ‘adaptation’ and ‘mitigation’ have similarities in
terms of most-used hashtags (where 5 hashtags from the top 10 are
shared). The occurrence of ‘adaptation’ in the ‘mitigation’ set and vice
versa further confirms the overlap between the two terms. The UN and
its events dominate both ‘mitigation’ and ‘adaptation’ (e.g. the users UN
climate talks, UNDP), where ‘adaptation’ receives the most attention.
For example, #COP18 is the hashtag for the 18th Conference of the Par-
ties, which took place in Doha and is present in both ‘adaptation” and
‘mitigation’” tweets. #UNFCCC is present in relation to ‘mitigation. A
noteworthy top hashtag is #agriculture, a food-related issue, also pres-
ent in both ‘mitigation’ and ‘adaptation’ tweets, but (again) with a larger
occurrence in the ‘adaptation’ collection (EMAPS, 2014c).

The ‘skepticism’ and ‘conflict’ profiles both offer up distinct discur-
sive spaces. The resonance of skepticism is dominated by actors that are,
in fact, critical of climate change skepticism, rather than being skeptical
themselves of human-induced change. Furthermore, it is striking how
the top users are recognized throughout this space, as will become clear
from the following example of the Twitter user named Skepticscience.
@Skepticscience is the most-mentioned user for ‘skepticism, and with

2684 mentions is even the most-mentioned user across the board, out-

96 — The tweets were checked for false positives by close reading the top tweets to
see whether these indeed refer to climate change. The reason to focus on top tweets
is that these are not only the most prominent according to the logic of the platform
itself, but (similar to search engine results that are high in the ranking) they are also

the tweets with most exposure and therefore are most viewed by users.
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numbering those for ‘mitigation, ‘adaptation” and ‘conflict.” The user
is connected to skepticalscience.com, a website with the slogan “getting
skeptical about global warming skepticism,” which is the top host in the
‘skepticism’ collection.”® This underlines the importance of combining
computational analysis with a qualitative close reading of the data, with
attention to the actors and their content. A solely quantitative anal-
ysis, in this case, would have lead to misinterpretation of the results,
concluding a strong presence of skepticism, where, in fact, criticism of
skepticism resonates strongly here.

Skeptical Science’s survey report The Consensus Project (Cook et
al., 2013; Skeptical Science, 2013), which assessed over 12,000 peer-re-
viewed climate science papers for consensus on human-induced cli-
mate change, is the object that resonates most in this space, receiving
660 links and listings in the most retweeted message by the third most
mentioned user, the entrepreneur @elonmusk: “In reality 97% of sci-
entists agree that we face serious human generated climate change
http://t.co/soQCn]B61B,” which was retweeted 503 times.

In conclusion, the profiles offer a view beyond the substance of the
issue, to capture the actors, present in this space as most active or most
mentioned users, be they individuals or organizations. This way, the
Twitter networked content analysis offers insights into the types of
actors present in the debate and the intensity (and perhaps even in-
terrelatedness) of their arguments and references. Again, we may pro-

ductively ask: What kind of climate change debate does Twitter pres-

97 - As the data set contains retweets too, it could occur that a single message that
is often retweeted skews the data heavily. Therefore, it is important to read the data
closely to interpret the results.

08 — URL: http://www.skepticalscience.com/, also prominent in the search engine

case study in chapter s.
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ent? In the climate change adaptation and mitigation profiles, the most
resonating users (mentioned) are international organizations working
on the issue of food security. For example, the CGIAR (Research Pro-
gram on Climate Change Agriculture and Food Security) ranks highly
in both. Similarly, top users and hostnames are organizations, such as
the Mask-Africa Food Security Program in the case of adaptation. In the
case of ‘mitigation, when looking at the type of content that circulates
best through the most shared URLs, the Green Register, a blog dedicated
to environmental sustainability news and eco-friendly living tips, ranks
highly. The top users actively engaging with the mitigation discourse
are more diverse and include companies, academics, and international
organizations.

For the climate change skepticism profile, top users are those skepti-
cal of climate change skepticism and most shared content acknowledg-
es the man-made origins of climate change. Differently from the other
approaches, in the skepticism Twitter cluster news media rank highly
and has clear protagonists of manmade global warming, including Al
Gore, but also gives voice to journalists and entrepreneurs infamous for
their skepticism. The interrelation between the scientific and the pub-
lic debate is perhaps best captured by the Consensus Project (Skeptical
Science, 2013). The Consensus Project takes an academically published
scientometric analysis of climate consensus in climate science publica-
tions and publishes it in media campaigns stressing consensus on cli-
mate change, in collaboration with SkepticalScience. As the website the-
consensusproject.org reads: “Using peer-reviewed science, it plays an
active role in debunking climate misinformation published across the
spectrum of media, including TV, online, and print.” Its resonance is
easily retrievable in Twitter, where it has performed as the most shared

URL in the skepticism set. Relatedly, the study in the previous chapter
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showed the strong connections between skepticism and mass media,
indicating the shift from a scientific to a public (and heavily mediated)
debate. Similarly, conflict is associated with news media and public fig-
ures, for instance, radio show hosts (@hermancain), but also organiza-
tions with a humanitarian focus, such as Oxfam and Greenpeace, that
address the humanitarian aspects of the environmental crisis (EMAPS,
2014¢).%

Having zoomed in on the most prominent issues and actors in cli-
mate change related tweets, where adaptation and food security are
leading issues, my analysis now takes a more exploratory approach (in
the vein of Tukey (1977)). Hashtags included in the same tweets, for
example, can form thematic clusters with a myriad of sub-issues illus-
trating the current state of climate action and adaptation. Co-hashtag
analysis allows for the characterization of hashtags in terms of how
they are networked associatively with other hashtags (Gerlitz & Rieder,
2013). As discussed in the introduction, there are limitations to samples
demarcated by hashtags. However, given the large dataset that 1 am at-
tending to here — 4,771,135 tweets from 1,780,225 distinct users — this
filtering by hashtag usage provides a sizeable yet manageable subset of

sample data.”*°

99 - See also URL:
http://climaps.eu/#!/narrative/reading-the-state-of-climate-change-from-digital-

media

100 - For this case study, we took a dataset of tweets posted between 23 November
2012 and 23 November 2013 containing the query [climate change OR global warm-
ing], consisting of 4,771,136 tweets from 1,785,296 distinct users, using the tool TCAT
(Borra & Rieder, 2014).
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EXPLORATORY VIEW!

CO-HASHTAG ANALYSIS OF CLIMATE CHANGE TWEETS

For the exploration of co-hashtags within the data set, we first visual-
ized the thematic clusters that could be identified within the Twitter
space, based on the ‘modularity class’ algorithm in Gephi, an algorithm
that detects communities of densely connected nodes where the nodes
belong to different communities more sparsely connected (Blondel,
Guilaume, Lambiotte & Lefebvre, 2008, p. 2). Considering the (still)
large amount of data in the data set, we made use of the OpenOrd
layout, a force-directed layout algorithm specifically designed to en-
courage clustering in densely connected, large-scale, undirected graphs
(Martin et al., 2011).”°* As the nodes “climate change” and “global warm-
ing” generated the strongest results (as expected), we excluded them
from the graph to render legible their sub-clusters. The resulting clus-
ters were manually categorized into themes that captured the essence
of the connected hashtags. We followed this with a close reading of the
actual tweets involved, to verify the themes.™>

An exploratory reading of the network graph in Figure 17 shows
some aspects that have long been a subject of discussion where cli-

mate change emerges as a controversy object, both among scientists

101 - The algorithm uses a so-called ‘simulated annealing’ schedule, with five dif-
ferent iterations in which several parameters are changed. In the first two stages a
strong edge-cutting strategy is employed: long connections between nodes are ig-
nored, promoting clusters segregation and increasing at the same time the amount
of white space in the layout (Martin et al., 2011).

102 - This proved necessary to eliminate the noise of tweets unrelated to climate
change, for instance one discussing a positively changing investment climate in the

Chinese real estate market.
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and the public. The network displays clusters focused on the two main

approaches to dealing with the impacts of climate change: adaptation

and mitigation. This is reflected in hashtags such as #adaptation, #pre-

paredness, #mitigation, #resilience, #impacts and #naturaldisasters.
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More specific discussions of adaptation revolve around energy, solar
power, and fossil fuels, explicated in hashtags revealing the need to take
action to counteract the impact of environmental change, such as #go-

fossilfree, #fossilfools, #carbonfootprint, #cleantech, and #renewables.
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Skeptical views on climate change are also addressed in the Twitter
space. In this case, however, as seen in the profiles, the skepticism-re-
lated tweets mainly oppose climate skepticism. These users organize
their content through hashtags such as #sciencesaysso (the prominent
user in the skepticism profile in figure 3-2), #actionaugust, #climatede-
nier, and #climatedenieraward. The hashtag #actionaugust refers to
the August of 2013 when the Organizing for Action movement deliv-
ered unicorn-shaped ‘climate denier awards’ to congressional members
skeptical of climate change, “ignoring the overwhelming judgment of
science” (Burkhart, 2013). The prominence of actions against known cli-
mate change skeptics and their institutional networks shows that views
acknowledging climate change still take a more central position in the
Twitter co-hashtag network than those skeptical of its man-made pro-
duction and mitigation.

Of specific interest here is the number and variation of thematic
clusters of climate vulnerabilities and casualties that can be identified
specifically through the networked content analysis of climate change
in Twitter. Here, tweets clustered by hashtags range to include ev-
erything from vulnerable animals and habitats to victims of extreme
weather events. The majority of vulnerability-related clusters is con-
cerned with marine habitats and the vulnerability of the Arctic, as
hashtags like ‘northpole, ‘antarctic, ‘melting, ‘overfishing, ‘oceans’ pre-
vail. In particular, ‘reefs’ and ‘antarctic’ are named in this context as vul-
nerable spots, where ‘polar bears, ‘penguins, ‘whales, ‘trout’ and ‘sharks’
seem to be the most prominent issue animals threatened with injury,

death, and, ultimately, extinction.’ The biodiversity cluster reflects the
103 - These clusters reflect indicators of habitat change as included in the DARA in-
dex, and ecosystem services as defined in the ND-Gain index, albeit mostly focused

on animals rather than indicators of effects on human habitats. A number of coun-
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need for resilience towards climate change for ‘birds, ‘turtles, ‘koalas;
‘tigers, and ‘butterflies, again pointing towards the vulnerability of hab-
itats and species.™*

Other clusters tend to focus on geographical regions such as Aus-
tralia, Canada, and the U.S., albeit mainly in terms of climate change or
global warming as an important topic in the national political agenda.
Particularly dense clusters reflect specific, localized takes on the issue
of climate change, centered on political events. One of these clusters
focuses on Obama and conservative U.S. politics, with hashtags such
as #obamacare, #obamaisnotsatan #inauguration20o13 mentioned
alongside #climategate #badscience and #globalwarminghoax. In his
inaugural speech in 2013, Obama emphasized the need to respond to
climate change as a threat to future generations. He further stressed
the urgency of action when he argued: “some may still deny the over-
whelming judgment of science, but none can avoid the devastating im-
pact of raging fires and crippling drought, and more powerful storms”
(Stevenson & Broder, 2013). A Canada-themed cluster reflects both the
political events in Vancouver and the climate hearings in Saskatoon.
The events in Vancouver revolved around the British Columbian Green
Party in the weeks leading up to the elections, addressing the need to
reduce greenhouse gas emissions and opposing oil pipeline expansions
(MacNab, 2013). Canada conservatives, on the other hand, supported
the expansion of oil pipelines (Cattaneo, 2013), spurring a debate on

Twitter regarding the facts of climate change.

tries are however mentioned in the context of #drought and #rainfall, such as Haiti,
Namibia, Malawi, Jemen and Liberia.

104 - See also the Issue Animals study by Niederer and Weltevrede (Digital Methods

Initiative, 2008a; Rogers, 2013, p. 118).
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In November 2013, the Saskatchewan citizens’ hearings on climate change
also gained prominence on Twitter through the hashtag ‘climatesk’
The hearings included a two-day event with presentations on the real-
ities of climate change from scientists, teachers, newcomers to Canada
and affected groups, allowing the voiceless victims of climate change to
be heard (“Saskatchewan Citizens’ Hearings on Climate Change,” 2014).
A third political cluster includes hashtags on Australian politics, reflect-
ed in hashtags such as #melbourne, #auspol, #ausvotes, and #carbon-
tax. The debate there revolved around Tony Abbott, prime minister of
Australia since 2013, and his statements of September 2013 announcing
that he would not increase funding for further carbon tax reductions
if Australia missed its emission reductions target (Taylor, 2013). These
clusters thus seem to detail the discussions on statements made about
climate change following specific political events, as well as the political
views of those involved in elections around the world. Each identifies
clear opportunities for scholarly research that uses Twitter as a “source
of current and topical news” as proposed by Phelan, McCarthy, and
Smyth (20009).

Clusters that are formed by hashtags related to official sources (UN
and IPCC), climate activism and everyday weather remarks™ addition-
ally express that many, if not most, conversations on Twitter emerge
around particular (current) events and other real-time experiences.
This endorses the aforementioned scientific literature on Twitter as a
medium for real-time and happening content. Lastly, the network fur-
ther displays resonance of the previously profiled climate change dis-

course of conflict. These very small clusters of hashtags focus on the
105 - As expected, mundane climate change ‘updates’ also find their way into the cli-
mate change Twitter network, with complaining tweets about the cold weather that

include such hashtags as #cold and #freezing.
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Arab Spring in particular and hashtags such as #arabspring, #libya,
#syria, #egypt, #morsi, #iran, and #drones appear here. A close reading
of these tweets reveal that in part the relation between climate change
and conflict is popularly recognized on Twitter, with re-tweets from
news articles on the issue, but these being also skeptically assessed, in
tweets similar to the following: “Syria conflict is not caused by drought.
Its more to do with a bad mix of Religion and politics just like every-
where else.” ¢

Taken as a group then, these Twitter clusters provide a rich snap-
shot of the state of the climate change debate, indeed work as a kind
of ‘awareness system, to speak with Hermida (2010), that gives voice to
the different voices and actors active in this realm, and reveals the in-
tertwinement of the news and other mass media content with the plat-
form’s content. Twitter does not produce ‘climate science’ but instead
puts scientific research into circulation, while also enabling up close,
located and platform-literate engagements that assess the resonance
of climate change adaptation and indicators of vulnerability within
the broader online discussion of climate change. 1t should be noted,
however, that this awareness system is only accessible by combining
computational analysis with a qualitative close reading of the data, with
attention to the actors and their content. As mentioned, Twitter’s en-
tanglement with news journalism and mass media should be kept in
mind here, as Twitter is news, amplifies news and is a channel for news
distribution.
106 - The small clusters include tweets recognizing the connection, such as “#arab-
spring caused by #history’s most underrated force: #climate change.” The discus-
sion also includes skepticism towards this connection between climate change and

conflict, as with the example given in the text and with this tweet: “seriously global

warming err climate change caused Syria? Unreal.”
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CONCLUSIONS

On a methodological level, we may conclude that networked content
analysis applied to Twitter content entails working with the logic of
the platform and recognizing the socio-technical structures of its con-
tent. By attending to the natively digital elements of this platform, it
becomes possible to assess how content is networked and circulated.
In the case study presented here, | compare the resonance of three dif-
ferent climate change discourses. After demarcating a specific set of is-
sue-related tweets, | query the set for the resonance of recognized key-
words to create ‘keyword profiles. Important to note is that, against the
rise of ‘big data’ pattern recognition, a close reading of the data proved
necessary to correctly interpret the found data and further filter the
data to improve its relevance.

The keyword profiles offer zoom-in views on particular discourses
within the broader issue of climate change. Here, looking at skepticism,
mitigation, adaptation and violence, the profiles enable a comparative
view, and it becomes clear that mitigation and adaptation are very prox-
imate issues, in terms of argumentation and actors, with most actors
involved in the Twitter space being organizations in the field of food se-
curity. The UN and their initiatives dominate both discourses. Adapta-
tion has now surpassed mitigation in terms of resonance; thus here also
in Twitter the so-called adaptation turn discussed in the introduction
of this chapter has taken place. Skepticism and conflict have distinct
profiles, where a focus on ‘skepticism’ as a keyword brings up (perhaps
counter to expectations) much criticism of climate change skepticism.
This is mainly organized around the actor Skepticalscience (both as a
user named @Skepticalscience and as a website host) and major news

sources, and makes an important point for the close reading of data
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rather than favoring coarser pattern recognition. In the profile of con-
flict, news media, and media personalities resonate strongly, as do hu-
manitarian NGOs.*’

The exploratory analysis of the climate change Twitter hashtag
network shows us that climate change as a controversy object appears
through, or is a sum of, a multiplicity of sub-issues including skepti-
cism, mitigation, adaptation, vulnerability, and conflict. Just as the
comparison of different Indices’ rankings revealed conflicting vulner-
abilities, the Twitter hashtag network also points to different metrics
of vulnerability.®® In contrast to how vulnerability indices organize
and rank vulnerability by country listings, it appears that the ‘nation’ is
not the key entity we are tracking in relation to vulnerabilities register-
ing on Twitter. Rather, the objects of vulnerability and injury that are
put forward on Twitter are mostly animal species and habitats (which,
needless to say, are categories of ‘actors’ entirely oblivious to legally
drawn borders). As discussed in the introduction to this dissertation,
animals are mediagenic issue actors and some are more mediagenic
than others. Nevertheless, it is important not to overstate mediagenic
power and take seriously the prominence of animal species and habitats

as they appear. 1 would like to argue that such a framing of risk in terms

107 - The profile, however, also shows that this specific discourse also seems to have
been hijacked by a single user trying to widen the issue by connecting it to medical
conditions such as obesity.

108 - While I focus on Twitter analysis here, the EMAPS study also analyzed the
prominence of adaptation and the other discourses on the web as accessed through
Google. Querying the keywords ‘skepticism, ‘mitigation, ‘adaptation’ and ‘conflict’
in the top Google results for the query ‘climate change OR global warming, we also
found ‘adaptation’ to be the most widely present keyword in Google top results about
climate change. See also (EMAPS, 2014e).
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of present and future risked species, ecologies and systems provides a
possible Beckian extension to the study of Bruns and Liang, who de-
scribed Twitter as a powerful channel for crisis management after the
fact of a natural disaster.

The networked content analysis of hashtag clusters that are dedi-
cated to sub-issues, casualties and events can be read as a time slice pre-
senting the status quo of climate change, one that is not merely stating
“what’s happening” but rather serves as a progress report on an issue, in
this case both addressing where we are with climate change adaptation
and what is at stake.
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IN THIS DISSERTATION 1 ARGUE THAT THE ANALYSIS OF DIGITAL MEDIA
CONTENT NEEDS AN APPROACH THAT TAKES INTO ACCOUNT THE SPEC-
IFICITIES OF HOW PLATFORMS AND ENGINES SERVE, FORMAT, REDISTRIB-
UTE AND ESSENTIALLY CO-PRODUCE CONTENT. These specificities are
what 1 refer to as the technicity of content. The foundational work that
established the field of content analysis, developed within communica-
tion science, paved the way for the analysis of (large) bodies of text for
features or (recurring) themes, in order to identify “cultural indicators”
(Gerbner) or make other inferences about societal trends and issues.
While content analysis has seen a tremendous uptake across scientific
disciplines, the application of these methods to networked web content
has presented an ongoing challenge for researchers of various scholar-
ly disciplines. In this dissertation, 1 therefore propose to improve the
adaptability and fit of content analysis to networked content through
a range of digital methods and tools that 1 show to be conducive to the
task. The work of Klaus Krippendorff, a major proponent and meth-
odological innovator of content analysis as a field of media research,
is a key driver of my own development of what I name and develop in
this dissertation as networked content analysis. As content analysis has
been inclusive of content (in all shapes and forms) and its context since
its early beginnings, its methods only need to be amended to suit the
digital era, and deal explicitly with the technicity of networked con-
tent (Krippendorff, 2004). 1 propose to utilize controversy mapping and
digital methods to do so, building on these methods’ respective actor-/
issue-centricity and medium-specificity.

In this dissertation, 1 develop these research techniques through the
analysis of the climate change controversy, an ongoing debate that takes
place across scientific disciplines and into the public realm, across plat-

forms, sources, and studies, from the first international climate skeptics
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conference of 2008 all the way to 2015. When 1 started this research,
the climate controversy was publicly understood as historic but hard
to historicize, as it was being lived in real-time. It also experienced an
upswing in debate temperature once skeptics began organizing them-
selves in these annual conferences, and as several publications rose
in response to debunk their status and unveil skeptics’ entanglement
with industry funding, especially tobacco and oil industries. Upon the
date of completion of the research of the PhD, 198 countries have now
signed the ‘Paris Agreement’ to cut back on COz2 emissions and perhaps
turn the tide of climate change. With this dissertation, I do not aim to
contribute to climate science, which is well outside of my area of exper-
tise, but instead to offer a contribution to the study of online content
by developing a networked content analysis of the climate controversy
as it is specifically formatted and transformed by platforms and actors.
The study accordingly follows the climate change debate in science, as
well as on the web (and Google Web Search), in Wikipedia and in Twit-
ter, and analyzes how content is networked there, in order to propose
adaptive and sensitive research techniques appropriate to networked
content analysis.

These research techniques draw from existing approaches and
methods developed to study controversies and their actors (controversy
analysis) and social and cultural issues with the web (digital methods).
Controversy analysis gives direction to the study of controversy with-
out the translation of actor language (Latour, 2005) into preset catego-
ries listed in a codebook. On the contrary, it makes a case for descriptive
research and advises researchers to launch their inquiries “in medias
res” (Latour, 2005, p. 27) and describe what they see. There is no single
specific protocol, toolkit or methodological framework for controver-

sy analysis, but there are “commandments” (Venturini, 2009, p. 260)
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as well as “sources of uncertainty” (Latour, 2005, p. 27), publications,
and an educational program at Sciences Po in Paris that provide many
guidelines for the operationalization of the mapping of controversies.
In my case studies, which analyze the climate change debate on the web,
Wikipedia and Twitter, this leads me to describing the group forma-
tions (on the web) of climate actors, following actors across networked
and forked articles about climate change and related topics (Wikipedia),
and exploring and describing climate change co-hashtag networks in
Twitter. Digital methods are developed at the educational program at
the University of Amsterdam in close kinship to controversy mapping
and provide concrete tools and methods for the study of web-based dy-
namics of social and cultural issues. Similar to controversy analysis and
content analysis, digital methods put forward non-intrusive methods,
views, aspirations and affiliations of issues and their actors, collecting
its data from websites and social media activity.

The differences that I outline between content analysis as it was in-
cepted, controversy mapping and digital methods, all with certain lim-
itations, are reiterated throughout the dissertation. Krippendorff’s ro-
bust articulation of content analysis for a prior media age, conceptually
acknowledges but strains methodologically, and tool-wise, to grapple
with the networked qualities of online content, where issues, debates
and actors may spread out or recur across platforms and other carriers.
The addition of controversy analysis offers a research outlook to fol-
low actors and describe the many viewpoints and stakeholders present
in a debate, while being under-attentive to operationalizing this with
regard to networked content by offering mapping methodologies that
deal with digital media content. This is where digital methods come in,
which offer tools to capture and analyze an issue through networked

web content that otherwise are not available in content-driven com-
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munication research. My main contribution here in this dissertation
lies in the combination of these approaches that makes possible the
content analysis of networked content.

Networked content analysis, as content analysis that is amended
to suit online networked content, enables a researcher to jump in the
middle of a controversy, follow actors and describe these actors’ view-
points in the actors’ own words, employing digital methods to capture
and analyze the substance of a debate across platforms. My proposition
here is similar to Susan Herring’s 2010 study in so far as I also am in-
terested in widening of the paradigm of content analysis with methods
from adjoining scientific disciplines. However, while Herring regards
content as contained in media documents, 1 argue that such a separa-
tion between content and its carrier cannot hold with networked con-
tent. Furthermore, tracing the discipline of content analysis backwards,
I note that such a division between content and form or carrier is quite
antithetical to the way that content analysis was originally conceived
by Krippendorf. Nevertheless, Krippendorf’s formulations are pre-web.
Understanding the technicities of the platforms that serve and co-pro-
duce content today entails studying platforms’ characteristics and iden-
tifying the queries or tools that are necessary to demarcate and analyze
networked content. Studying platforms as socio-technical systems is of
the utmost importance, as they are "increasingly embedded in our soci-
eties" (Lazer et al. 2014, p.1205). In this dissertation, 1 develop such a so-
cio-technological perspective on the controversy surrounding climate
change as presented and debated on the web.

Krippendorff in his foundational work stressed that it is one’s defi-
nition of what content is and how that is delimited that leads to specific
kinds of analytical results. As we have seen with the analysis of web

content in the various case studies, it is indeed this very refinement of
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defining (the materiality of) content that, with the recognition of the
technology as an active material agent and part of content, leads to spe-
cific demarcation of content online. As | argue in Chapter 2, the defini-
tion and demarcation of content has never been so straightforward in
the case of offline materials, and changing technologies have further
complicated these matters. The digitization also of analogue content
has changed the nature of materials already, raising new questions re-
garding the inclusion of features and formatting in the analysis. With
hyperlinks, content became networked and thus it became harder again
to demarcate and to establish where so-called content ends. Search
engines brought about new ways of presenting and ranking data, and
platformization gives further shape to the far-stretching entanglement
of social media with other web content (Helmond 2015). Network Con-
tent Analysis aims to be adaptive to the specific technicities of platform
content; therefore, I approach the climate change debate on each plat-
form with platform-specific ways to define and delineate the corpus to
analyze. In my case study of the web, 1 demarcate sources, for instance
by taking the speakers list from an international climate skepticism
conference and looking up their respective websites to use for further
research, and by taking the top results for the query “climate change” in
various languages to measure the resonance of prominent actors. In the
Wikipedia chapter, I discuss a study of climate change-related articles
in which the demarcation occurs by taking those articles that are recip-
rocally linked from the climate change article.”® In the Twitter study,
1 demarcate tweets by a query that includes tweets containing climate
change or global warming.

The inclusion of web content’s technicity into the idea of content

109 - ‘Reciprocal linking’ here means both linking to and receiving a link from the

article on climate change.
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itself then leads to analyses that make use of, and deal analytically with,
these technical agents. The collection and analysis of web content that
follows the specificities of each platform, and operationalizes the spe-
cific technicities at play, will lead to a more precise analysis, one that is
sensitive to the networked nature and dynamical movement of online
content. I realign my work with Krippendorff’s inceptive call to keep the
content together with its carrier (or context), and accordingly propose
that in networked content analysis, researchers include not only the
carrier (e.g. the search engine result, the Wikipedia article, the tweet)
but also the technicity thereof (e.g. the ranking of the search results,
the editing history and content robots of the Wikipedia article, and the
hashtags and retweets networking a collection of tweets) as part of their
analytical approaches. This dissertation offers up new ways forward for
content analysis approaches, methods, and techniques that are suitable
for the study of online networked content. Rehabilitating the inceptive
work of Krippendorff, the contemporary web-literate approach to net-
worked content analysis that 1 demonstrate here remains open to all
kinds of content and includes contents’ technicity as part of its research
method.

APPLICATIONS OF NETWORKED CONTENT ANALYSIS 1: THE WEB

In the first case study, 1 approach the climate controversy by assessing
the positions and affiliations of its actors, starting at the time of the first
international skeptics conference organized by the Heartland Institute
in 2008. 1 analyze the networks of climate change debate actors (includ-
ing the conference’s keynote speakers) using scientometric analysis, as

well as techniques that 1 propose as being fruitful for networked con-

196



tent analysis. Namely, these are hyperlink analysis and search engine re-
sults resonance analysis, which I use to research the place and status of
climate skepticism within both climate science and the climate change
debate as it takes place beyond the scientific literature. 1 approach the
networkedness of content through hyperlinks to analyze networks of as-
sociation. Subsequently, by using Google Web Search (to many a dom-
inant entry point to the web) to demarcate top sources for the query
of climate change, the case study zooms in on climate change actors
and their prominence, as identified by the search engine. Here, 1 ask
how the technical logic of search might be used to measure such prom-
inence of actors in a specific issue, in this case looking at the resonance
of climate change scientists (both skeptical and non-skeptical) within a
demarcated set of websites. | zoom in on a particularly heated moment
of the debate in the Dutch context, immediately following a publication
on the scientific consensus regarding climate change, published by the
Royal Academy of Sciences of the Netherlands (KNAW, 2011).
Hyperlink analysis shows a distinct profile for the Dutch skeptics,
who strongly associate themselves with the Anglo-American network
that gathers at the Heartland conferences. Meanwhile non-skeptical
scientists, those ‘climate-concerned’ if you will, show a much more het-
erogeneous network, with links to science, government, UN, World-
bank and mainstream media. Resonance analysis, in this case, shows
less strong differences between skeptical and non-skeptical scientists,
with both sets of actors resonating across sources, and coming in at
the top and bottom of the search results. There are no sources that
mention only the small sample of non-skeptical scientists without also
mentioning the skeptics, but two sources that only give attention to
skeptics. Lastly, through a close reading of the climate skeptics’ web-

sites, 1 find that their ‘skeptical’ delegitimizing campaigns extend to
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coverage of topics well outside of the realm of climate science (e.g. the
health dangers of second-hand smoke). Paired together here, tradition-
al scientometrics and techniques of networked content analysis offer a
fine-grained picture of the status, group formation and issue commit-
ments of climate change skeptics (compared to non-skeptical actors).
While with scientometrics alone 1 have not been able to identify the
skeptics as entirely separate from climate science as an academic field
or inter-discipline, with networked content analysis 1 have found diver-
gent networking behavior, as well as the aforementioned related issues,
which qualified them more as professional skeptics rather than profes-
sional climate experts.

The main challenge that web-based media presents to traditional
content analysis is that web content is networked, for instance by hy-
perlinks. Another way that it is linked and processed is through social
media buttons, which pull the content of websites into various plat-
forms (see also Helmond (2015)). Furthermore, the fact that web content
is often accessed through search engines such as Google Web Search,
which rank and suggest content through undisclosed and ever-evolving
algorithms, is just as problematic (McMillan, 2000). Asking subsequent-
ly what kind of climate change debate the web puts forward through
such search technicity, 1 would conclude from this case study that it
demonstrates actor alignment in networks of affinity, association, cri-
tique (as the skeptics linking to their main object of criticism: IPCC),
and aspiration (e.g. in the case study, Dutch skeptics are hyperlinking
to their Anglo-American colleagues, who do not link back). Resonance
analysis reveals on one level the sources present in the top results of a
query, but also the mention such sources make of specific keywords, or,
in this case actors. Close reading of these actors’ websites establishes

the image of their professional skepticism, problematizing and delegit-
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imizing the apparent professionalism of their commitment to climate

change as an issue.

APPLICATIONS OF NETWORKED CONTENT ANALYSIS 11: WIKIPEDIA

My second case study focuses on the climate change debate on Wiki-
pedia, the most well known go-to online and free reference system on
the web. Characterizing the project as a socio-technical platform for
knowledge production in the encyclopedic format, in this chapter, 1
discuss the dependency of the platform, its various user groups, and its
content, on the (underlying) technicity of Wikipedia. In its status as an
encyclopedia, it seems initially counterintuitive to think of Wikipedia as
a space to study controversy. However, due to the way Wikipedia con-
tent is networked, designed and managed, the platform has emerged to
be recognized as a unique site for controversy mapping; this is because
an online encyclopedic project is ever exposed as being ‘in the making’
After discussing in detail the technicities and protocols of the Wikipe-
dia project, 1 present two studies that each offered a close reading of a
controversy that takes place behind the scenes of Wikipedia articles. 1
choose these specific studies and approaches in order to make a case for
a networked content analysis that uses the (ever-evolving) technicity of
this ubiquitous platform of Wikipedia in the analysis of a particularly
contested and major controversial topic.

Subsequently, the networked content analysis of the climate change
debate on Wikipedia by Gerlitz and Stevenson deploys the hyperlinks
between articles on the topic of climate change to demarcate a network
of related articles, which allows for the study of the composition of its

editors (including active bots) as well as editing activity over time. Here,
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networked content analysis permits a historical reconstruction of the
debate, and indicated generic Wikipedia editing trends over time,*°
but also recognizes issue attention cycles, where ‘new news’ around
the controversy or debate has the effect of spiking Wikipedia activity
across specific pages. Lastly, heat maps may be used to signal significant
moments in Wikipedia's 'management’ of the issue of global warming,
as 1 discuss extensively in the chapter. Here, the technicity of the plat-
form formats content in a way that both its historicity and conditions
of production (e.g. the talk pages) become visible to both users and re-
searchers.

1 am attentive here also to the periodization of research on Wikipe-
dia, and its uptake by researchers as a tool. The first generation of schol-
arly Wikipedia research has focused mainly on the platform’s capacities
for crowdsourcing knowledge production, as well as on the reliability
of its co-produced content. | argue for more attention to the machinery
that facilitates and formats this knowledge production. While tradi-
tional content analysis reaches its limits to struggle with the omnipres-
ence of technical agents in the wiki-platform of Wikipedia, networked
content analysis provides means to properly assess Wikipedia’s content,
across articles and language versions. It can of course also still be used
to compare web-based encyclopedia content to more static encyclope-
dia projects. All such potential research queries demand appropriate re-
search frameworks and tools capable of capturing how Wikipedia is so-
cio-technically modulated towards reliability and consensus over time.
110 - These general trends include an overall increase of editing interventions over
time, a relative decrease in activity in the months of June and December, and the
existence of an incubation period between an article's creation and its maturation,

where after initial editing and a period of inactivity are followed by more regular

editing.
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APPLICATIONS OF NETWORKED CONTENT ANALYSIS 111: TWITTER

In the final case study of Chapter 5, 1 study the state of the climate
change debate in Twitter, which I commence by assessing the logic of
this platform and how it networks and circulates its content. Here, I de-
marcate a set of climate change related tweets using a tool called TCAT,
and query the set for the resonance of recognized keywords from vari-
ous discourses within the climate change debate. I present the results of
this so-called resonance analysis as discourse-specific keyword profiles,
which allows for zooming in on the main actors and the main content
circulating within this subset, providing insight in the different phases
of the climate change debate. Importantly, and counter to practices of
pattern recognition, close reading of the data proves necessary to fur-
ther filter collected data towards improved relevance.

The early applications of traditional content analysis discussed in
Chapter 2 stem from the pre-platform era. Thinking back to the warn-
ing issued by McMillan to researchers wanting to use search engines,
we can imagine the hesitation to work with APls, and the differences
between free APls (offering limited amounts of data) and real-time full
access to data (as opposed to for instance Twitter’s ‘Firehose’ AP1), which
often comes with a price tag. The main methodological contribution of
this chapter is its development of a means to perform resonance analy-
sis, where the demarcation of content (based on literature of input from
subject-matter experts) provides a sample in which the resonance of
actors or keywords can be mapped. Similarly, the demarcation of tweets
visualized through hashtag clusters allows for a descriptive and explor-
atory analysis of the debate around climate vulnerability (Savage, 2000;
Tukey, 1977). The hashtag cluster network, 1 argue, could be read as a

time slice, presenting the status quo of an issue or debate. In the case of
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climate change, this time slice does not merely state “what’s happening”
but rather serves as a progress report or awareness system, addressing
present challenges of climate change adaptation and what is at stake.
The keyword profiles, on the other hand, enable a comparative view,
which give insight into how the discourse has shifted from mitigation
to adaptation, confirming the ‘adaptation turn, which has been de-
clared in different realms. Furthermore, these methods enable a close-
up study of the actors at the level of these distinct discourses. In this
way, the Twitter study thus also underlines the persistent mutual in-
terrelation between news media and platforms, whereby the platforms
may produce news or act as a channel of distribution and amplification
of content, sources and actors, which 1 will reflect upon further in this

conclusion.

FIVE KEY POINTS

In this dissertation, 1 discuss different research techniques that 1 propose
together as an integral starting point for a practice of networked content
analysis. Some of these methods pre-exist my use of them for this pur-
pose while others are methodologically amended tools and techniques
of digital methods. I would like to rehearse five key points in this disser-
tation, which establish the need for such techniques. Firstly, the main
goal of this dissertation is to develop an adaptive toolkit able to deal with
the fact that different web platforms and engines serve content with dif-
ferent technicities. As each platform or engine has its own technicity and
therefore requires specific methods and analytical tools, 1 try to stay true
to the strengths of traditional content analysis for the humanities and

social research—the non-intrusiveness of the method, the inclusion of
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content in all its shapes and forms, and the attention to the context of
content—while further developing techniques that better adapt to the
specificities of networked content.

Secondly, 1 find it important to emphasize also in my conclusion
that content currently exists in and through the platforms and engines
that produce it, which means a clean separation of content from its car-
rier is no longer feasible. It is now impossible or, at least, unadvisable to
regard a Wikipedia article as entirely separate from its publicly available
production process. Who were the authors? Were there bots involved?
What are being presented as related articles? Which sub-topics (of an
entry on Wikipedia) have become their own dedicated articles? Which
were forked as a means of controversy management? Answers to these
questions are likely to be of great interest and utility to those invest-
ed in Content Analysis in a networked era, and to anyone embarking
on the mapping of a contemporary debate. Krippendorff has laid the
groundwork for such analysis, well prior to content analysis having to
deal with online content.

A third point 1 want to underline is that networked content also
folds in traditional media content. Television news is published online,
discussed in websites; news reports and images populate search engine
results, lead to the creation of Wikipedia articles, or are linked to by
tweets and amplified by retweets. This leads to the entanglement of
news (and other mass) media content, more traditional objects of study
of content analysis, and networked content, the object of study in net-
worked content analysis. The entangled nature of any media or content
relation is where the focus and benefits of networked content analysis
lie. In the Wikipedia study (of chapter 4) I mention how news events
tend to cause heightened editing activity in related articles. In the

Twitter case (of chapter 5), I discuss how Twitter as a micro-blogging
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platform could be approached through more conventional news cycle
analyses but also through “meme-tracking” (Leskovec et al., 2009). In
the latter mode, Twitter as a micro-blog could then be seen as highly re-
sponsive to or even parasitical or imploding of conventional news ‘sites,
echoing and amplifying news snippets by tweeting and retweeting. Fur-
ther, as Twitter is often moving information faster than the news, Twit-
ter content in some cases is news. Of course for these reasons, Twitter
is a popular medium for professional journalists. They bind tweets to
their story, and when their work has been published they may tweet a
link to that article, using it as a channel for the distribution of their own
work. As news and mass media sources strive to make their content
“platform-ready,” a term by Helmond (2015), the entanglement of news,
other mass media content and new platforms has entered the next lev-
el. Networked content analysis proposes to take this entanglement as a
given and demarcate content through the logic of the platform (as de-
veloped in digital methods) and thus follow the actors across sources (as
key to controversy analysis). The rise of digital media does not mean the
end of traditional mass media, but its reconfiguration as part of online
networked content.

Fourthly, and more conceptually, I would like to propose that when
studying the climate change debate through online content, we may re-
gard the different platforms as different windows on the debate. Rather
than asking ‘What does Twitter say about the controversy, or critically
asking ‘Who is on Twitter these days, anyway? or ‘Who uses hashtags?’
we may productively ask: ‘What kind of climate change debate does
Twitter present? ‘And how does this compare and relate to the climate
change debate as presented by Wikipedia (for example)? In the climate
change case studies in this dissertation, the web presents a climate

change debate maintained by professional skeptics with distinct net-
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working behavior and related issues and specific controversy objects.
Wikipedia offers a view on a successfully forked issue, where the debate
had been taken out of the main article and the skeptical editors stayed
true to the debate itself, migrating along to the new ‘debate-article’ es-
tablished to address the controversy. Twitter presents a progress report
of climate change adaptation, attentive to the landscapes and animal
species endangered by climate change. In these ways, considering social
media platforms as windows on an issue is also productive for creating a
better understanding of the cultures of use of such platforms.

A fifth point worth mentioning is that while Wikipedia offers pub-
lic views on its technicity, the other platforms studied in this disserta-
tion do not. Google Web Search, through its terms of service, does not
allow for the use of its search engine for anything other than search.
So repurposing the engine as a research device (as discussed in detail
by Weltevrede 20106) goes against its rules and regulations. Twitter has
various APIs, however, on an interface level, Twitter disclose its mech-
anisms of ranking and prioritizing content (and neither does Google or
any social media platform). This point was central to a critical project
titled The People’s Dashboard, which 1 developed together with Esther
Weltevrede, Erik Borra and others in 2015, and find relevant to mention
briefly here.™ The People’s Dashboard is a social media platform plugin
that visualizes the entanglement of content and users with the platform
and its technicity. The dashboard is intended to be a critical layer on
top of six different social media platforms: YouTube, Facebook, Twit-
ter, LastFM, Linkedln, and Instagram, in order to discover and highlight

“people’s content” as a layer on top of the interface. The plugin, which
111 — The People’s Dashboard is described extensively on the wiki project page (Digital
Methods Initiative, 2015b), and the team members are listed in the ‘Acknowledge-

ments of co-authored articles’ section of this dissertation.
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currently works for the interface of Facebook, color-codes interfaces of

social media platforms according to whether it presents content of the

people, or of the platform (Figure 18).

Figure 18: The People’s Dashboard. This mockup of the People’s
Dashboard was developed during the Digital Methods Winter School

of 2015, as a critical layer on top of the interfaces of dominant social
media platform interfaces, revealing content of the people (pink) and of
the platform (blue). Turquoise is mixed content, indicating that people’s
content has been re-ordered or repurposed (e.g. Facebook News feed or
birthday notifications). The plugin works with Facebook and is available

on Github: http://bit.ly/peoplesdashboard (Digital Methods Initiative,
2015b).

The project tries to increase understanding around what is actually so-

cial on social media nowadays. For researchers, such an understanding

stresses the necessity to regard technicity as omnipresent, and make
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explicit how it is dealt with. This idea is recognized by scholars working
with networked content such as Marres and Moats (2015), who, in a tra-
dition of Science and Technology Studies (STS), call for a symmetrical
approach to the study of controversies with social media content, in
which there is as much attention to “media-technological dynamics” as
there is to “issue dynamics” (Marres & Moats, 2015). Networked content
analysis has a slightly different approach, as it proposes to include tech-
nicity by, straightforwardly, taking the networkedness of content into
account. In the various case studies, 1 describe how platforms network
content differently, and—as stressed in the first point—how this calls
for an adaptive approach to the analysis of networked content, which
is amendable to suit the technicity of a platform. Making technicity
explicit in this way is comparative to the functionality of the People’s
Dashboard, as it offers a view on the entanglement of user content with
the platform.

1 would like to conclude here that networked content analysis remains
true to its roots in content analysis as an unobtrusive method, while
adapting to the web through medium-specific digital methods and
taking on the research outlook of controversy mapping as a means by
which actors may be followed, viewpoints traced, and presumptions left
behind, in order to capture the richness and specificities of actor lan-
guage. As such, it combines the adaptability and medium-specificity of
digital methods and the richness of controversy mapping with the rigor
of content analysis. Networked content analysis, as proposed through
these kinds of imbrications, will give renewed significance to modes

and methods of content analysis appropriate in and for the digital era.
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TECHNICITIES IN NEED OF ATTENTION?

In this dissertation, 1 discuss the technicity of web search and inter-
linked websites, Wikipedia articles and tweets. Of course, 1 have en-
countered many technicities beyond these that 1 did not discuss. Fur-
thermore, there are many other platforms that could be studied in a
networked content analysis of the climate change debate. One could
analyze climate activism in a large social media platform like Facebook,
or a smaller image-based platform such as Pinterest, or study websites
of climate change initiatives in a specific geographic region. For each
platform it is in any case crucial to ask questions that take into account
the technicity of networked content: how is content networked in the
platform and what kind of issue does the platform present?

Perhaps one technicity that remained especially under-discussed
and under-visualized in the maps is geo-location. And it is this question
of place, as an important technical aspect of networked content, which
brings me to address the relationship between my thesis’ proposed ap-
proaches and the directions and implications it has for future research.
In the case studies, I map the major controversy of climate change, not
by visualizing viewpoints on a traditional geographical map, but by
tracing actors and (sub-) issues across online platforms. 1 discuss how
platforms and engines such as Google Web Search enable researchers
to focus on a national or language-specific content space, for instance
in the study of Dutch climate change skeptics (in Chapter 3) in the
comparison of language versions of a Wikipedia article (as discussed
in Chapter 4), and through mention made of places in Twitter hashtag
clusters (as described in Chapter 5). However, there are other ways in
which content is geo-located (or geo-tagged) on platforms. There are

social media platforms that are based centrally on the utility of geo-lo-
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cation, such as Foursquare, a service that allows for ‘checking in’ on a
specific location and thus sharing where you are with your followers,
or Instagram, which offers the possibility to give your photo a geo-tag
and is for this reason an app often used to share pictures of hotspots in
specific places. Here again, social media can offer a lens or window to
a specific place, and it could be interesting and productive to ask not
only what kind of place is this, but also what kinds of mediations of such
places, do specific platforms put forward.

As an example outside of my focus on climate change, in a study of
the city of Amsterdam through social media data, our work at the Dig-
ital Methods initiative recently found that Instagram offers a collected
‘boutique view’ on the city, while meetup.com (a platform for organiz-
ing social gatherings) highlights the ‘tech’ and ‘sports’ venues of the
city of Amsterdam.” This connects to the work of Barrechene (2012),
in which he discusses the inscription of place in location-enabled plat-
forms. For the case study of my dissertation, this means 1 could select
in the Twitter dataset only the geo-demarcated tweets, or instead look
at user profiles and only select those that state a location. This way, 1
could research how the state of the debate differs across geo-locations
by looking at the origin of a tweet or of the Twitter user (profile). On
a methodological level, I could assess the possibilities and limitations
of studying place through networked content analysis, assessing how

different platforms deal differently with the demarcation of place.™

112 - The layered interactive map is available on: http://bit.ly/amsterdamcartodb, the

project page is on the Digital Methods Initiative wiki. Its project page can be found
at: https://wiki.digitalmethods.net/Dmi/TheCityAsInterface.

113 - A project that explicitly deals with these questions is The Knowledge Mile Atlas,
in which I am working with information designers to create an atlas of a small urban

area in Amsterdam. Here, we represent different online data sets of a geographic
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As other technicities add layers to the analysis of an issue or debate,
the diversity of content types included in such a ‘layered’ networked
content analysis adds complexity to the analysis. Here, we can learn
from controversy mapping, whose scholars have warned against the
creation of an all-encompassing ‘mother map’ that includes all actors,
viewpoints and sources of a certain debate as seen from above (Venturi-
ni 2009, 2011). As there is no above in controversy mapping, these layers
should not be used to create a summary but rather treated as separate
mappings, in which each offers a detailed window through which we
can navigate a debate in all its richness (Venturini, 2011).

In my dissertation, networked content analysis is developed to study
the climate change debate, a controversy that takes place in science
and well beyond, in news media and public debates, and echoing com-
plexly across online platforms. While this dissertation has put forward
several research techniques, the example of geo-location indicates that
further research will only lead to more material for the content analyst
who wants to use networked content for researching debates and con-

troversy. Furthermore, it underlines the need for a more thorough un-
area, by using different methods of geo-demarcation, data analysis and visualization.
First, by geo-locating addresses coming from administrative databases, we showed
the density of and the connections between companies registered in the area. Sec-
ondly, using natively digital geo-coded objects, such as Foursquare checkins and geo-
tagged photos, we layered the social media view of the area. Finally, querying street
names in the dominant search engine, we collected the online image of each street.
Each layer offered a methodological exercise in rethinking geo-location based on the
specificity of each platform and the technicity of its content. What is relevant in such
methods is the ability to layer the online activity on top of the map of the actual
geo-location. The Knowledge Mile maps show the online presence and resonance
of an urban area under development in Amsterdam that cuts through the city center
and crosses many district and neighborhood ‘borders’ (Niederer, Colombo, Mauri, &

Azzi, 2015b).
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derstanding of technicity of content and the adaptive analytical attitude

researchers of online networked content need to develop.

THE FUTURE OF CONTENT: CHALLENGES FOR FURTHER RESEARCH

The biggest challenge for researchers who want to work with networked
content may be the multifariousness of content types, data sources, and
technicities, which, in order to be compared need to somehow be com-
parable. Here, it is useful to consider how both controversy mapping
and digital methods approach this issue. Controversy analysis does not
strive for a clean objective picture to arise from the analysis of com-
plex issues and debates. Rather than striving for objectivity, controver-
sy analysis tries to reach what Latour calls “second-degree objectivity”
which is “the effort to consider as much subjectivity as possible. Unlike
first-degree objectivity, which defines a situation of collective agree-
ment, second-degree objectivity is attained by revealing the full extent
of actors’ disagreement and is thereby typical of controversial settings”
(Venturini, 2010, p. 270). In second-degree objectivity, it is not neces-
sary to normalize or objectify content in order to make it comparable.
Instead, it is the wide array of viewpoints, actors and sources that build
a cartography that Latour himself describes to his students as “observ-
ing and describing” (Venturini, 2010, p. 270). As controversy mapping
does not offer an operationalization of this approach, let alone how to
apply it to networked content, it is useful here to look at digital meth-
ods for “cross-platform analysis” (Digital Methods Initiative, 2015a).
Digital methods have proposed three approaches to cross-platform
analysis, which are strongly related to the methodological difficulties

discussed of disentangling content from online platforms. The first ap-

211



proach can be summed up as medium research, and takes as a point of
departure the question of what the platform does to the content. How
does the platform rank, obfuscate or amplify specific content, and what
do we know of its cultures of use? A second approach is that of social re-
search. Here, platform technicities are not included in the study, as the
researcher focuses on the story told by the content. A third approach is
the combination of the two, asking both what the platform does to the
content and what stories does the content tell (Digital Methods Ini-
tiative, 2015a).™# This approach would be most suitable to Networked
content analysis, where we could explicitly add how the platforms
network content, and how content is “inter-linked, inter-liked and in-
ter-hashtagged” (Digital Methods Initiative, 2015a). However, noting
the size of data sets and the necessity of close reading, the scaling up
of such methods remains a challenge, which is dealt with by various
scholarly fields (ranging from humanities to data science).

The comparability of content from different platforms and the web
also becomes an issue in its visualization, or more specifically in its
side-by-side representation in dashboards. As analysts, activists and de-
cision-makers increasingly make use of dashboards, there is increased
urgency to developing critical dashboards, as 1 alluded to in my men-
tioning of the People’s Dashboard. A critical dashboard would show the
technicity of content and explain what is left out, what is foregrounded,

and what is being amplified by the logic of the platform.

In the preface to his 2010 manifesto You are not a gadget, Jaron Lanier

writes:

114 - In networked content analysis, this would be explicitly: how does the platform

network content?’)
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It is early in the twenty-first century, and that means that these
words will mostly be read by nonpersons - automatons or numb
mobs composed of people who are no longer acting as individuals.
The words will be minced into atomized search-engine keywords
within industrial cloud computing facilities located in remote, of-
ten secret locations around the world. They will be copied millions
of times by algorithms designed to send an advertisement to some
person somewhere who happens to resonate with some fragment of

what 1 say (Lanier, 2010, p. xiii).

The future of content presented by Lanier, as material increasingly in-
tertwined with its carriers and platforms, is a future of content net-
worked to the extreme. We will find content made for the network, re-
hashed, redistributed and copied by network infrastructure, and then
clicked on, liked or retweeted by its recipients. The future of content
then is content that is written for exponentially networked technicity. As
content will evolve along with the technicity of its medium, researchers
will have to expand the techniques and tools for networked content
analysis, continue to develop a critical vocabulary, and produce further
concepts and visual languages for the mapping, analysis and description
of networked content.






|
SUMMARY:
NETWORKED CONTENT ANALYSIS: THE CASE OF CLIMATE CHANGE

Content analysis has been developed within communication science as
a technique to analyze bodies of text for features or (recurring) themes,
in order to identify cultural indicators, societal trends and issues. While
content analysis has seen a tremendous uptake across scientific disci-
plines, the advent of digital media has presented new challenges to the
demarcation and study of content. Within content analysis, different
strategies have been put forward to grapple with these dynamics. On
the one hand, there is a call for a standardization of techniques to deal
with the dynamic nature of web content, while another strategy pro-
poses to combine traditional content analysis techniques with meth-
odologies taken from other disciplines such as sociology and linguis-
tics. Although these two approaches each present ways forward for the
analysis of web content, they do not yet regard the vast differences be-
tween the different web platforms that serve content. Web platforms
and search engines each carry their own (often visually undisclosed)
formats and formatting, their own scenarios of use, their own terms
of service and output their own results and rankings. In this disserta-
tion, I therefore develop networked content analysis as a term for such
techniques of content analysis that are adapted specifically to the study
of digital media content. | have selected three digital media platforms
to develop and apply the approach, namely the web (and Google Web
Search), Wikipedia and Twitter.

In this dissertation, 1 propose that networked content analysis applied
to the web includes hyperlink analysis (which itself is informed by sci-
entometrics) and resonance analysis that works with search engines

such as Google Web Search. 1 approach Wikipedia as a data-rich site
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for social research and perform a networked content analysis of articles
and their linkages. On Twitter, the techniques include keyword reso-
nance analysis and co-hashtag analysis. The issue investigated through-
out this dissertation and across platforms is climate change, which is
one of the major societal challenges of our time. Interestingly, the issue
of climate change has been attended to with some fine-grained content
analysis methods since the early seventies. In my case studies, I ask how
the content of the climate change debate can be studied on the web
and with search engines, on Wikipedia as well as on Twitter, in order to
contribute to a larger body of work on climate change debate.

On the web, 1 zoom in on climate change skeptics to study their
networks, their resonance in search engine results, and the related is-
sues to which they are committed, asking whether they are professional
climate change experts or, in fact, professional skeptics. In Wikipedia,
I study the network of climate change articles, their editing activity
rhythms and actor commitment. On Twitter, 1 capture the state of the
climate change debate through keyword profiles as well as more com-
mon co-hashtag graphs to assess the state of the climate change de-
bate. In all, my contribution provides footing for a return to the roots
of content analysis, and, at the same time, adds to its toolkit the nec-
essary web- and platform-specific research techniques for creating a
fine-grained picture of the climate change debate as it takes place across
platforms.

In the conclusion, I rehearse the five key points raised in this dis-
sertation, which further establishes the need for such techniques.
Firstly, the main goal of this dissertation is to develop an adaptive
toolkit able to deal with the fact that different web platforms and en-
gines serve content with different technicities. As each platform or

engine has its own technicity and therefore requires specific methods
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and analytical tools, I have tried to stay true to the strengths of tradi-
tional Content Analysis for the humanities and social research—the
non-intrusiveness of the method, the inclusion of content in all its
shapes and forms, and the attention to the context of content—while
further developing techniques that better adapt to the specificities of
networked content.

Secondly, digital media content currently exists in and through
the platforms and engines that produce it, which means a clean sepa-
ration of content from its carrier is no longer feasible. It is now impos-
sible or, at least, inadvisable to regard for instance a Wikipedia article
as entirely separate from its publicly available production process. An-
swers to questions regarding the composition of editors and the in-
volvement of bots in editing or creation of articles are of great interest
and utility to anyone embarking on the mapping of a contemporary
debate, and especially to content analysts. Krippendorff has laid the
groundwork for such analysis, well prior to content analysis having to
deal with online content.

Thirdly, the dissertation emphasizes that networked content also
folds in traditional media content. Television news is published online,
discussed in websites; news reports and images populate search engine
results, are linked to tweets and amplified by retweets, and lead to the
creation of Wikipedia articles. The researcher negotiates this entangle-
ment of news (and other mass) media content, more traditional objects
of study of content analysis, and networked content, the object of study
in networked content analysis. The rise of digital media does not mean
the end of traditional mass media, but its reconfiguration as part of on-
line networked content.

Fourthly, and more conceptually, I propose that when studying the

climate change debate through online content, we may regard the dif-
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ferent platforms as different windows on the debate. Rather than asking
who is on Twitter and among those users, who uses hashtags, we may
productively ask what kind of climate change debate Twitter presents.
And, for instance, how does this compare and relate to the climate
change debate as presented by Wikipedia? In the climate change case
studies in this dissertation, the web presents a climate change debate
maintained by professional skeptics with distinct networking behavior,
including on related and unrelated issues, around specific controversy
objects. Wikipedia offers a view on a successful controversy manage-
ment, where a heated debate had been taken out of the main article
and forked, skeptical editors stayed true to the heat of debate as such,
and migrate along to the new ‘debate-article’ established to address the
controversy. Twitter presents a progress report of climate change ad-
aptation, attentive to the landscapes and animal species endangered by
climate change. In these ways, considering social media platforms as
windows on an issue is productive for creating a better understanding of
the cultures of use of such platforms, as well as the role of those tech-
no-cultures in actively shaping issues.

A fifth point that 1 have made herein is that while Wikipedia offers
public views on its technicity, the other platforms studied in this dis-
sertation do not. Google Web Search, through its terms of service, does
not allow for the use of its search engine for anything other than search.
So repurposing the engine as a research device (as discussed in detail
by Weltevrede 2016) goes against its rules and regulations. Twitter has
various APls, however, on an interface level, Twitter does not discloses
its mechanisms of ranking and prioritizing content (and neither does
Google or any mainstream social media platform). In the various case
studies, 1 have described how platforms network content differently,

and—as stressed in the first point—how this calls for an adaptive ap-

218



proach to the analysis of networked content, which is amendable to suit
the technicity of a platform. Making technicity explicit offers critical
insight into the entanglement of user content with the platform.

I close the conclusion with a quotation by Jaron Lanier, who in his
2010 manifesto You are not a gadget, paints a future of content that 1
argue includes content written for exponentially networked technicity.
Here, we find content made for the network, re-hashed, redistribut-
ed and copied by network infrastructure, and then clicked on, liked or
retweeted by its recipients. As content will continue to evolve along
with the technicity of its medium, researchers will have to expand the
techniques and tools for networked content analysis, continue to devel-
op a critical vocabulary, and produce further concepts and visual lan-

guages for the mapping, analysis and description of networked content.
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NEDERLANDSTALIGE SAMENVATTING
NETWORKED CONTENT ANALYSIS: THE CASE OF CLIMATE CHANGE

Inhoudsanalyse (in het Engels: content analysis) is een techniek die
communicatiewetenschappers gebruiken om tekst en andere media-
content te analyseren op basis van (terugkerende) thema’s, maatschap-
pelijke trends en sociale kwesties. Verschillende wetenschappelijke dis-
ciplines passen inhoudsanalyse breed toe, maar de opkomst van digitale
media heeft nieuwe vraagstukken opgeworpen voor het afbakenen en
bestuderen van content. Dit heeft geresulteerd in nieuwe strategieén
binnen inhoudsanalyse, die met de dynamiek van digitale mediacon-
tent om kunnen gaan. Zo gaan er stemmen op voor het standaardiseren
van technieken om zo de dynamische aard van webcontent de enige
variabele te laten zijn, terwijl een andere strategie voorstelt om traditio-
nele technieken voor inhoudsanalyse te combineren met methodologie
van andere disciplines zoals sociologie en linguistiek.

Hoewel deze twee benaderingen ieder een weg voorwaarts voorstel-
len voor de analyse van digitale mediacontent, verhouden ze zich nog
niet expliciet tot de enorme verschillen tussen verschillende webplat-
forms die content presenteren. Webplatforms en zoekmachines hebben
ieder hun (vaak aan het zicht onttrokken) eigen formats en formatting,
gebruikersscenario’s, terms of service en ze presenteren op eigen wijze
hun output en rankings. Dit noem ik het technische karakter of ‘tech-
niciteit’ van content.

In dit proefschrift introduceer ik ‘Networked Content Analysis’ als
term voor technieken die wel specifiek zijn toegerust op (en recht doen

aan) het genetwerkte karakter van digitale mediacontent.” 1k heb drie

115 - Networked content analysis is letterlijk te vertalen als de analyse van genetwerk-

te inhoud, maar ik hou in deze samenvatting de Engelstalige benaming aan.
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digitale mediaplatforms geselecteerd om deze benadering te ontwik-
kelen en toe te passen, namelijk het web (en de zoekmachine Google
Web Search), Wikipedia en Twitter. Het onderwerp van studie is daar-
bij telkens het klimaatdebat, dat zich afspeelt op vele online platforms.
Klimaatverandering is een van de grootste uitdagingen van onze tijd
en ondanks de urgentie die wetenschappers telkens weer onderstrep-
en, wordt het klimaatdebat keer op keer heropend. In dit proefschrift
onderzoek ik dat klimaatdebat, zoals het heeft plaatsgevonden in de
periode van 2008 tot 2015.

Networked content analysis die wordt toegepast op het web behelst
technieken als hyperlinkanalyse, het traceren van een netwerk middels
hyperlinks tussen websites, en resonantieanalyse, waarbij wordt gekek-
en hoezeer termen en persoonsnamen resoneren in zoekresultaten van
een zoekmachine als Google Web Search (zie hoofdstuk 3). In dit hoofd-
stuk zoom ik in op klimaatsceptici en bestudeer hun netwerkvorm-
ing, hun resonantie in wetenschap en in zoekresultaten op het web en
tenslotte hun toewijding met betrekking tot het onderwerp klimaat-
verandering. 1k bekijk daarbij expliciet of de bekende klimaatsceptici
wellicht ook sceptisch over andere kwesties publiceren en zich daarmee
eerder opstellen als ‘professionele sceptici’ dan als klimaatexperts.

Ik benader Wikipedia als datarijke omgeving voor sociaal onder-
zoek en verricht daar wederom een hyperlinkanalyse, maar nu van ge-
netwerkte Wikipedia-artikelen rond het thema klimaatverandering (zie
hoofdstuk 4). Daarnaast bestudeer ik het redactieritme van de artike-
len, en bespreek welke ontwikkelingen zorgen voor een verhitting van
de redactieactiviteiten van een artikel. Daarnaast bekijk ik (op vergelijk-
bare wijze als bij de webstudie) de toewijding van redacteuren met be-
trekking tot het onderwerp klimaatverandering, door te analyseren of

zij meeverhuizen met zogenaamde ‘forkings’ (splitsingen) van artikelen
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met controversiéle inhoud.

Op Twitter bestaan de technieken uit resonantieanalyse (hoe reso-
neren steekwoorden in tweets) en co-hashtaganalyse, waarbij tweets
(en daarmee ook hun afzenders) aan elkaar gelinkt zijn door het geb-
ruik van dezelfde hashtags (zie hoofdstuk s). In dit hoofdstuk vat ik de
staat van het klimaatdebat door profielen te maken van de verschillen-
de stadia van het debat (namelijk klimaatscepsis, klimaatadaptatie, kli-
maatmitigatie, ofwel vermindering van de uitstoot van broeikasgassen,
en tenslotte klimaat & conflict) en door middel van meer gebruikelijke
netwerkvisualisaties van co-hashtags.

Mijn bijdrage biedt een basis voor een terugkeer naar de grondbe-
ginselen van inhoudsanalyse, zoals beschreven door grondlegger en
methodologisch vernieuwer Klaus Krippendorff. Tegelijk is het een plei-
dooi voor het uitbreiden van de toolkit van inhoudsanalyse met web- en
platformspecifieke tools en technieken, om zo een gedetailleerde anal-
yse van een debat dat plaatsvindt op verschillende platforms mogelijk
te maken. In de conclusie van het proefschrift noem ik de vijf cruciale
lessen die ik geleerd heb in de case studies, en die de basis zullen vor-
men voor de doorontwikkeling van deze onderzoekstechnieken.

Ten eerste is het hoofddoel van dit onderzoek om een adaptieve
toolkit te ontwikkelen die om kan gaan met uiteenlopende webplat-
forms en zoekmachines, die elk met verschillende ‘techniciteit’ hun
content presenteren en rangschikken. Deze diversiteit maakt het
noodzakelijk om platformspecifieke methoden en tools voor de studie
van digitale mediacontent te ontwikkelen. Bij het ontwikkelen van die
methoden en tools blijf ik dichtbij de oorsprong van inhoudsanalyse
en kies derhalve voor niet-intrusieve methoden, inclusie van content in
alle soorten en maten en aandacht voor de context van de content, en

probeer deze meer adaptief te maken voor de specifieke kenmerken van
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genetwerkte content.

Ten tweede is het belangrijk te realiseren dat digitale mediacontent
bestaat op (en door) de platforms en zoekmachines die het produc-
eren, hetgeen inhoudt dat het niet langer mogelijk is om content en
haar drager van elkaar te scheiden. Het is bijvoorbeeld onmogelijk, of
op zijn minst onwenselijk, om een Wikipedia-artikel volledig los van
haar publiek toegankelijke maakproces te beschouwen. Alleen al het feit
dat er op Wikipedia software robots aan het werk zijn om artikelen te
creéren en redigeren, vraagt om aandacht van inhoudsanalisten wan-
neer zij Wikipedia-artikelen bestuderen. Krippendorff heeft een solide
basis voor zulke analyse gelegd, lang voordat inhoudsanalyse zich met
online content hoefde bezig te houden.

Ten derde onderstreept dit proefschrift dat genetwerkte content
ook traditionele mediacontent omvat. Televisienieuws wordt online ge-
publiceerd en bediscussieerd op websites; nieuwsberichten en -beelden
vullen de zoekresultaten, worden getwitterd en vervolgens uitvergroot
door retweets en leiden tot de creatie van Wikipedia-artikelen. Onder-
zoekers hebben te maken met deze vervlechting van nieuws en andere
(massa)mediacontent, de traditionele studieobjecten van inhoudsanal-
yse, met genetwerkte content, het studieobject van networked content
analysis). De opkomst van digitale media betekent niet dat traditionele
massamedia verdwijnen, maar wel dat zij opnieuw geconfigureerd
worden als onderdeel van online genetwerkte content.

Ten vierde wil ik het meer conceptuele punt naar voren brengen
dat wanneer we het klimaatdebat bestuderen middels online content,
de verschillende platforms het best kunnen worden bezien als verschil-
lende vensters op het debat. In plaats van te vragen ‘wie zit er nou ei-
genlijk nog op Twitter’, of ‘wie gebruikt er nog hashtags’, maakt deze

benadering het mogelijk om juist de productieve vraag welk klimaatde-
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bat Twitter presenteert te onderzoeken. Vervolgens kun je bijvoorbeeld
vergelijken hoe het klimaatdebat op Twitter zich verhoudt tot het kli-
maatdebat zoals zich dat manifesteert op Wikipedia. Wanneer we dit
toepassen op de case studies in dit proefschrift dan presenteert het
web een klimaatdebat met klimaatsceptici die aansluiting zoeken bij
hun internationale collega’s. Daarnaast blijkt dat deze klimaatsceptici
zich ook sceptisch uitlaten over allerlei gerelateerde en ongeretaleerde
kwesties, van biologische landbouw tot het gevaar van meeroken voor
de gezondheid. Wikipedia toont een debat waarbij het lukt de contro-
verse te beheersen door een verhitte discussie naar een apart artikel
te verhuizen, waarbij de sceptische redacteurs mee-migreren naar
het ‘debatartikel’ om daar de controverse verder op de kaart te zetten.
Twitter toont de stand van zaken rond klimaatadaptatie, met aandacht
voor de verschillende landschappen en dieren die bedreigd worden door
klimaatverandering. Het benaderen van sociale mediaplatforms als ven-
sters op een kwestie geeft zo een beter begrip van de gebruikerscultuur
van deze platforms en de rol van die socio-technische culturen in het
actief mede-vormgeven van kwesties.

Mijn vijfde en laatste punt sluit hier nauw op aan. Waar Wikipedia
haar techniciteit publiek beschikbaar maakt, doen de andere platforms
die ik in dit proefschrift heb bestudeerd dit allerminst. Google Web
Search heeft in de servicevoorwaarden vastgelegd dat de zoekmachine
voor niets anders gebruikt mag worden dan voor het doorzoeken van
het web, waarvoor het bedoeld is. Dus de zoekmachine gebruiken als
onderzoekstool (zoals uitvoerig beschreven door Weltevrede, 2016),
druist in tegen de regels. Twitter heeft verschillende API's, maar op
interfaceniveau ontsluit het niets over hoe de rangschikking en pri-
oritering van berichten tot stand komt (hetzelfde geldt voor Google

en alle mainstream sociale mediaplatforms). In de case studies heb ik
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beschreven hoe platforms op verschillende wijze content netwerken en
ik pleit - zoals beschreven in het eerste punt - daarom voor een adapti-
eve benadering voor de analyse van genetwerkte content, die past bij de
techniciteit van een platform. Het expliciet maken van die techniciteit,
of het technische karakter van een platform, geeft kritisch inzicht in de
vervlechting van gebruikerscontent met het platform.

1k sluit de conclusie af met Jaron Lanier, die in zijn manifest You
are not a gadget (2010) een toekomst schetst waarin content wordt
geschreven voor het netwerk. Hier wordt content in stukken gehakt,
gedistribueerd en gekopieerd door een netwerkinfrastructuur, en ver-
volgens geklikt, geliked en geretweet door de ontvangers. Waar con-
tent zich zal blijven ontwikkelen in lijn met de techniciteit van het
medium, zullen onderzoekers moeten zorgdragen voor de ontwikkel-
ing van een kritisch vocabulaire, en concepten en visuele talen blijven
ontwikkelen voor het in kaart brengen, analyseren en beschrijven van
genetwerkte content.
—
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