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Abstract

Tinto’s integration theory has highly influenced research on student success in Europe and America. However, due to the complexity of the theory and the enormous amount of variables, the theory is not suitable for use in regular evaluations in higher education.
By including only the best-proven predictive variables, I reduced the amount of variables from Tinto’s theory, avoiding the capitalization of chance and establishing a more easy to use model for teachers and management. The latent variable ‘satisfaction’ was built by using a fraction of the original manifest variables. It was tested, using principal component analysis, in a previous study to prove a good fit of the model. In this paper I focus on the role of background variables (gender, ethnicity, previous education and living situation), to measure their possible influence. A multi-group comparison (X2 difference test) in SPSS AMOS is conducted and path analysis is done to uncover differences on individual paths between the variables.
This paper is part of my PhD research, wherein I investigate the possible influence of the use of social media by first year students in higher education.

Introduction[footnoteRef:1] [1:  The introduction is an adjusted version of the introduction from the paper Factor analysis of satisfaction and engagement (Wesseling, 2016), presented at ICERI2106, Seville, Spain. 14-16 November 2016.] 

Some forty years ago, Tinto (1975) coined his integration theory in which he built a model to explain the success of students in higher education. He states in this theory that the more a student feels at home at the institute, the better the success or the less chance of attrition. Furthermore, he distinguishes social and academic integration, which was initially not based on survey data. However, the theory was empirically tested by other researchers who then suggested improvements. For example, independent of the social or academic integration, the various background of students had a direct effect on students' success (Pascarella, Duby, & Iverson, 1983). In later work Tinto (1993) and other studies (Berger, 1999; Cabrera, 1992) pointed also to external forces. A study by Beekhoven (Beekhoven, 2002) showed that these external forces especially have influence on non-residential and urban colleges. This eventually led to abandoning the dichotomy of social and academic integration and inclusion of an element from the rational choice theory by Coleman (Coleman, 1990) ‘expected duration.’ The study showed that the latter was a better predictor of student success than integration and found the data from the integration variables too capacious. Despite the difficulties from the integration theory, elements of the theory are used in different studies and for different purposes. ‘The Dutch government annually monitors rational decisions that can influence students’ success, such as ‘time spent on study’ and ‘time spent on work.'
Maybe even more important, most institutions evaluate their courses and overall education, each semester or trimester by measuring these variables along with the degree of satisfaction concerning the courses, teachers and institute and the various background variables, which where proven to be of influence in previous studies (Braxton, Milem, & Sullivan, 2000; CBS, 2009; Meeuwisse, Severiens, & Born, 2010; Spady, 1971; Vogels, 2003; Wesseling, 2011). This study will build a model from the predictors of student success which have been proven to be the best. Furthermore, it will limit the amount of variables to provide an easy to use tool for evaluations in small-scaled setting and make it possible for a more frequent use. By reducing the variables, not only is the capitalization of chance diminished, it also gives the teachers and the management more insight into their student population and how the various students are influenced by the variables. Ultimately, this could lead to specific ideas for interventions to help students achieve better success.
Finally, the first year at Universities in the Netherlands has a separate exam[footnoteRef:2] and is seen as the ‘selection year’, whether a student will make it or not. A student should pass all exams within two years. The measurements are done in the first year. This way the focus of student success is on this propaedeutic phase. [2:  The exam is the propaedeutic phase; in Dutch called the propedeuse.] 

To test Tinto’s theory with limited variables which I proposed in a previous study (Wesseling, 2016) the central question is: Can Tinto’s model be simplified using limited variables?
Method & data
In the college years 2011-2012 and 2012-2013 a total of six self-reported surveys, three each year, were spread amongst all the first year students (904 each year) at the Amsterdam University of Applied Sciences in the faculty of Media, Information and Communication to measure the (best predictive) factors of study success, given by statistical and theoretical considerations. Figure 1 shows the model with all the variables.
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Figure 1. Theoretical model

The most basic background variables were asked in the first survey (September); age, gender, ethnicity (including ethnicity of the parents[footnoteRef:3]), and previous education[footnoteRef:4]. In the second survey (February) the latent variable satisfaction from the integration theory is included by the measurement of the manifest variables feel at home, contact with teachers, contact with students, level of education, sufficiency of coaching, teacher availability and study environment. Also in this survey, the subjected chance of succeeding is measured by the expected duration derived from the rational choice theory. [3:  According to Dutch law one is an immigrant when you aren’t born in the Netherlands or least one parent isn’t born in the Netherlands.]  [4:  In the Netherlands students can attend the University of Applied Sciences from three different levels of education; senior secondary vocational education, higher general secondary education and pre-university education. Furthermore, a student can also be accepted after passing an entry exam if a student doesn’t have the proper level of prior education.] 

 In the third survey, out of the engagement theory, effort and commitment are measured by respectively; average amount of attendance of classes this year and average amount of hours spent studying a week. Both were measured in percentages, scaled in equal proportions. (0-10%....91-100% and 0-5 hours… 36-40 hours and more than 40 hours). 
Lastly, to define success, the GPA score and the number of months to pass the propaedeutic exam was measured as well as the time a student drops out. For these models, the goodness of fit is measured with SPSS AMOS 23 that uses the full information maximum likelihood estimation (FIML), “…an estimator which makes maximal use of all data available from every subject in the sample”(Albright, 2009). In other words; it uses all of the observed information and deletion of cases is not necessary. The X2, which measures the goodness of fit of the model, is very sensitive to sample size and therefore I will mainly use the normed fit index (NFI), the comparative fit index (CFI) and the Tucker-Lewis Index (TLI). All three have values from 0 to 1; 0 implying no fit and 1 a perfect fit. In general the value should be above .90, otherwise the model would require improvement. The difference between the NFI en CFI is that with the latter you can compare two models. Opposed to those, the TLI compensates for the complexity of a model. The latter is also referred to as the non-normed fit index (NNFI). In addition, the root mean square error of approximation (RMSEA) is used to determine the fit of the model in relation to degrees of freedom. Rule of thumb for the RMSEA is a value blow .05 and the smaller, the better the fit (Blunch, 2013; Flield, 2009; Hox, 1998).
	For the background variables an X2 difference test is conducted, between the model and the fully constrained model to measure both X2s and p value (Gaskin, 2016a, 2016b; Schoot, 2012). And in the case of prior education Spearman’s correlation was also calculated for the time it takes to pass all exams.
Simplifying Tinto’s model
Before testing the influence of background variables, the model is first to be tested for the difference between the predictors of student success. Is success or progress better defined in the model by 1) the time it takes to pass all exams (prop time), 2) the date of attrition (attrition date) or 3) the average grade point (GPA)? In this study the model with number of months (prop time) to pass the propaedeutic exam proved to be the best fit as shown in table 1a and 2a.
Table 1a reveals the model fit, for the three dependent variables. The X2 is significant in all three models, which means that according to the theory the model is a bad fit. However, the X2 is unreliable in large samples such as these. Fortunately, there 

Table 1a. 2011-2012 - Fit measures progress
	
	X2
	DF
	P
	NFI
	CFI
	TLI
	RMSEA
	R2 progress

	proptime
	35
	14
	.002
	.949
	.968
	.918
	.041
	.134

	attrition
	38
	14
	.000
	.939
	.959
	.895
	.045
	.102

	GPA
	38
	14
	.001
	.945
	.964
	.907
	.044
	.150



are better indices. As mentioned in chapter 2, the value of NFI, CFI and TLI should be above .8 and the closer to 1 the better the fit. In this case they are all, at least, above .918. For the RMSEA, the value must be under .05 and the smaller the better. The best fit (RMSEA= .041) is for model with prop time as dependent variable. The values of the NFI, CFI and TLI of this model, are also the best of the three. Furthermore, the squared multiple correlation of the time the student spent to pass all exams (R2-prop time), shows that in this model, 13.4% of the variance is explained. For the dependent variable GPA this value is slightly higher (15%). And given the NFI, CFI, TLI and the RMSEA, this model also fits well. For the model with attrition as the dependent variable, the NFI, CFI and RMSEA are fine. However the TLI is below .9, which indicates that the average correlation between the variables is not high.
In table 1a the correlations between the variables are displayed with the dependent variable prop time. Significant correlations are found between, a) prop time vs prop expected (rs = .289,  α = .01), b) prop time vs class attendance  (rs = -.140, α = .01) and c) as expected between class attendance vs study time (rs = .306, α = .01). So, a) the longer one thinks he or she will need to pass all exams, the longer it will actually take them; b) the longer one takes to pass all exams the less a student attends the classes and c) the more a student attends the classes the more time he or she spends studying. 

	Table 1b. 2011-2012 – Correlations – prop time

	
	prop time
	Satisfaction
	prop expected 
	class attendance
	study time 

	Spearman's rho
	prop time
	Correlation Coefficient
	1.000
	-.063
	.289**
	-.140**
	-.075

	
	
	Sig. (2-tailed)
	.
	.167
	.000
	.008
	.154

	
	
	N
	660
	483
	512
	358
	358

	
	Satisfaction
	Correlation Coefficient
	-.063
	1.000
	-.026
	.001
	-.027

	
	
	Sig. (2-tailed)
	.167
	.
	.531
	.984
	.630

	
	
	N
	483
	569
	569
	311
	311

	
	prop expected 
	Correlation Coefficient
	.289**
	-.026
	1.000
	-.042
	-.031

	
	
	Sig. (2-tailed)
	.000
	.531
	.
	.451
	.579

	
	
	N
	512
	569
	599
	330
	330

	
	class attendance
	Correlation Coefficient
	-.140**
	.001
	-.042
	1.000
	.306**

	
	
	Sig. (2-tailed)
	.008
	.984
	.451
	.
	.000

	
	
	N
	358
	311
	330
	399
	399

	
	study time 
	Correlation Coefficient
	-.075
	-.027
	-.031
	.306**
	1.000

	
	
	Sig. (2-tailed)
	.154
	.630
	.579
	.000
	.

	
	
	N
	358
	311
	330
	399
	399

	**. Correlation is significant at the 0.01 level (2-tailed).




For 2012-2013, table 2 shows just as in the previous year the X2s are significant, but given the large sample size and the complexity of the model the other measures will be more useful. For all three dependent variables, the NFI, CFI and RMSEA have values that support the good fit of the model. Only the TLI is above .9 in the case of prop time as dependent variable. In other words; there are few underlying correlations. 
Furthermore, the explained variance is interesting because in the case of the model with prop time and attrition as dependent variables, respectively 8% and 9% is explained. However, the model with GPA as dependent variable, explains 45% of the variance. However, the NFI, CFI and TLI score lower compared to the other two. The latter even under .9, which means the model needs improvement.

	Table 2. 2012-2013 - Fit measures progress
	
	X2
	DF
	P
	NFI
	CFI
	TLI
	RMSEA
	R2 progress

	proptime
	28
	14
	.014
	.932
	.963
	.904
	.036
	.077

	attrition
	29
	14
	.012
	.929
	.960
	.897
	.037
	.091

	GPA
	34
	14
	.002
	.930
	.955
	.885
	.043
	.451


Table 2b shows the correlations between the individual variables for the model with prop time as dependent variable. Three of the four significant correlations are the same as in the previous year; a) prop time vs prop expected (rs = .258,  α = .01), b) prop time vs class attendance  (rs = -.155, α = .05) and c) class attendance vs study time (rs = .313, α = .01). The fourth significant correlation is found, d) between satisfaction vs prop expected (rs = -.144, α = .01). Apart from the three previous described correlations, in this year the last correlation means that if a student scores higher on the latent satisfaction variable the less time he or she thinks they will be needing to finish all exams.
	Table 2b. 2012-2013 – Correlations proptime

	
	prop time
	satisfaction
	prop expected 
	class attendance
	study time 

	Spearman's rho
	prop time
	Correlation Coefficient
	1.000
	.017
	.258**
	-.155*
	-.007

	
	
	Sig. (2-tailed)
	.
	.753
	.000
	.016
	.911

	
	
	N
	516
	331
	345
	241
	241

	
	satisfaction
	Correlation Coefficient
	.017
	1.000
	-.144**
	.079
	.072

	
	
	Sig. (2-tailed)
	.753
	.
	.004
	.276
	.321

	
	
	N
	331
	409
	407
	194
	194

	
	prop expected
	Correlation Coefficient
	.258**
	-.144**
	1.000
	-.043
	.085

	
	
	Sig. (2-tailed)
	.000
	.004
	.
	.539
	.229

	
	
	N
	345
	407
	428
	203
	203

	
	class attendance
	Correlation Coefficient
	-.155*
	.079
	-.043
	1.000
	.313**

	
	
	Sig. (2-tailed)
	.016
	.276
	.539
	.
	.000

	
	
	N
	241
	194
	203
	276
	276

	
	study time 
	Correlation Coefficient
	-.007
	.072
	.085
	.313**
	1.000

	
	
	Sig. (2-tailed)
	.911
	.321
	.229
	.000
	.

	
	
	N
	241
	194
	203
	276
	276

	**. Correlation is significant at the 0.01 level (2-tailed).

	*. Correlation is significant at the 0.05 level (2-tailed).



All in all, the simplified model does fit the best with prop time as the dependent variable in both years. So for the next step, the testing of the influence of the background variables, will be tested with the best-fitted model: proptime.
The influence of background variables[footnoteRef:5] [5:  This paragraph shortened and revised version of the paper The influence of background variables on the success of students in higher education, to be published in the proceedings of-, and presented at the Global Conference on Education, February 3-4, 2017, School of Education, Riverside University, California, USA.] 

Now that the simplified model is tested for its fit with the variables that have been proven by previous studies to be of the most influence, it is time to test the influence of the background variables. Hence the new question: Is there a difference in effect of the model of study success given the different background?
[bookmark: _Toc345948115]Gender 2011-2012
The first background variable to be tested is gender by an X2 difference test in SPSS AMOS. From the total of 869 recorded students, 200 were male (23%) and 669 were female (77%). Table 3 shows that the model is different between male and female (X2(18) = 40.415, p < .01). 
To uncover if the differences also emerge on individual paths in the model, a path analysis was conducted.  With the model freely estimated but constrained for gender,
Table 3. X2 difference test Prop time & Gender – 2011-2012
	Model
	DF
	CMIN
	P
	NFI
Delta-1
	IFI
Delta-2
	RFI
rho-1
	TLI
rho2

	Structural weights
	18
	40.415
	.002
	.055
	.057
	.012
	.013



three paths were significantly (p < .05) different for male and female; a) satisfaction vs prop time (p = .01), b) study time vs prop time (p = .030) and c)  prop expected vs satisfaction (p = .031).
For the path between a) satisfaction and prop time the standard regression weight for male is -.194 and for female -.098. So the male students who score higher on the latent variable satisfaction pass all exams slightly earlier than the female students. However, both point towards a positive correlation, which is not the case with the other two paths. Path b, between study time and prop time, reveals a negative standardized regression weight for male (-.279) and a slightly positive one or female (.022). The same counts for satisfaction and prop expected where the standardized regression weight for male is -.235 and for female .020. 
In other words; a higher level of satisfaction corresponds with a lower level of time expected to need to pass all exams for male students. Whereas, for female students satisfaction is slightly positive related to expected time spent on passing all exams. The negative regression between study time and prop time for males sounds more logical: the more one studies, the sooner one passes all exams. However for the female students this is not the case. 
[bookmark: _Toc345948116]Gender 2012-2013
For the year 2012-2013 the same tests were conducted. Table 4 shows that in the year the difference for gender is also significant (X2(18) = 30.658, p < .05). However, when conducting a path analysis for the significant differences in the individual paths there is none. 
Table 4. X2 difference test Prop time & Gender – 2012-2013
	Model
	DF
	CMIN
	P
	NFI
Delta-1
	IFI
Delta-2
	RFI
rho-1
	TLI
rho2

	Structural weights
	18
	30.658
	.032
	.073
	.078
	.022
	.026



[bookmark: _Toc345948117]Ethnicity 2011-2012
According to the Dutch law, one is non-Dutch if you aren’t born in the Netherlands or one of the parents is not born in the Netherlands. Following this law, the students are divided in two groups: Dutch (656 or 75.5%) and non-Dutch[footnoteRef:6] (146 or 16.8%; with 67 missing). Table 5 shows the output of the X2 difference test in SPSS AMOS. With a p-value of .123 it is clear that the model is not different between Dutch and non-Dutch students (X2(18) = 25.077 , p = 123). [6:  From 1986 until 2010 the Royal Kingdom of the Netherlands consisted of three countries: the Netherlands, the Dutch Antilles and Aruba. From 2010 on the Dutch Antilles were disbanded. From then on Curaçao en Sint Maarten are autonomous countries within the Dutch Kingdom. Bonaire, Sint Eustatius, and Saba became public bodies within the Netherlands.] 


Table 5. X2 difference test Prop time & Ethnicity – 2011-2012
	Model
	DF
	CMIN
	P
	NFI
Delta-1
	IFI
Delta-2
	RFI
rho-1
	TLI
rho2

	Structural weights
	18
	25.077
	.123
	.039
	.041
	-.025
	-.028



Although, after conducting a path-analysis, the path between prop expected and prop time is significant (p < .05) and thus different for the two groups. The standardized regression weight of the Dutch students is .258 and of the non-Dutch students .564. For this path the correlation is significantly stronger for the non-Dutch students. 
[bookmark: _Toc345948118]Ethnicity 2012-2013
For the succeeding year the X2 difference test also wasn’t significant as shown in table 6 (X2(18) = 30.658, p = .860).
After a path analysis, the individual paths also turned out not to be significantly different between the two groups. 

Table 6. X2 difference test Prop time & Ethnicity – 2012-2013
	Model
	DF
	CMIN
	P
	NFI
Delta-1
	IFI
Delta-2
	RFI
rho-1
	TLI
rho2

	Structural weights
	18
	11.754
	.860
	.029
	.031
	-.065
	-.079



[bookmark: _Toc345948119]Previous education 2011-2012
For previous education four categories[footnoteRef:7] were tested using the multigroup analysis (n= 719); senior secondary vocational education (mbo: 22.7%, 197), higher general secondary education (havo: 58%, 504), pre-university education (vwo: 8.2%, 71) and first year university of applied sciences (prop hbo: 2.8%, 24). The model tested for difference in previous education turned out to be significant (table 7) (X2(54) = 106.718, p < .05). [7:  The students in 2011-2012 could be categorized in 6 levels of previous education; lower vocational education  (vmbo/mavo), senior secondary vocational education (mbo), higher general secondary education (havo), pre-university education (vwo) and higher professional education (hbo-propedeuse). Four students indicated to have lower vocational education, one student passed a first year university exam. However, SPSS AMOS could not run the model with these small groups. Therefore, these two categories were not included.] 


Table 7. X2 difference test Prop time & prior education – 2011-2012
	Model
	DF
	CMIN
	P
	NFI
Delta-1
	IFI
Delta-2
	RFI
rho-1
	TLI
rho2

	Structural weights
	54
	106.718
	.000
	.141
	.153
	.008
	.010

	
	
	
	
	
	
	
	


After path analysis, one individual path was significant (p < .05): The one between prop expected and satisfaction. The standardized regression weights for the four levels of previous education are diminishing if you look at the three levels from senior secondary vocational education (mbo: .387) to higher general secondary education (havo: .285) and pre-university education (vwo: -.014). So, depending on the level of education, if one thinks he or she will take more time to pass all exams, the less satisfied the student if the education level goes up. However, for the first year university of applied sciences (prop hbo) all of a sudden the standardized regression weight jumps to 1.324. Which means that for those students if expected time goes up with one standard deviation, prop time goes up by 1.324 standard deviations; the longer one thinks he or she will spend time, the higher one scores on the scale of satisfaction. The cause for this could be found in the fact that the actual time spent to pass all exams is so much better explained by the model for this level of education compared to the other levels if you look at the squared multiple correlations. 71% of the total variance of proptime is explained, compared to 20 % (mbo), 17% (havo), 6% (vwo). 
Another peculiar detail is that the loading of the feel at home variable was not significant for the students who indicated they had senior secondary vocational education (mbo) (see appendix IV). Whereas for the other three levels of education, the loading was significant; respectively (from lower to the higher levels of education); .51, .62 and .61.
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In the succeeding year the multi-group analysis was conducted with three groups[footnoteRef:8] (n=719); senior secondary vocational education (mbo: 23.9%, 187), higher general secondary education (havo: 58.1%, 455), pre-university education (vwo: 26.4%, 50). The model turned out not to be significant as shown in table 8 (X2(36) = 42.746, p = .240). [8:  In this year the number of students in the other levels of education was also to small, therefore the analysis was done with the three major groups.] 


Table 8. X2 difference test Prop time & prior education – 2012-2013
	Model
	DF
	CMIN
	P
	NFI
Delta-1
	IFI
Delta-2
	RFI
rho-1
	TLI
rho2

	Structural weights
	36
	42.746
	.204
	.099
	.109
	-.011
	-.014



And after a path analysis also none of the individual paths were significant. To further investigate if there is a difference between students concerning the level of prior education and their success, a Spearman’s correlation is also calculated between the different levels of education (prior education) and the time it takes a student to pass all exams (prop passed), for both years.
[bookmark: _Toc345948121]Spearman’s correlation for previous education
In table 9 and 10 the output of the Spearman’s correlation calculations show that in both years the correlation is significant between prior education and time spent to finish all first year exams. 
	Table 9. Prior education vs Prop time - 2011-2012(Correlationsb)

	
	prior education
	prop time

	Spearman's rho
	prior education
	Correlation Coefficient
	1.000
	-.184**

	
	
	Sig. (2-tailed)
	.
	.000

	
	prop time
	Correlation Coefficient
	-.184**
	1.000

	
	
	Sig. (2-tailed)
	.000
	.

	**. Correlation is significant at the 0.01 level (2-tailed).

	b. Listwise N = 617


The correlation is negative. In 2011-2012 ρ = -.184 and in 2012-2013 ρ = 1.146, which means that the higher the level of education the less time one takes to pass all exams of the first year.

	Table 10. Prior education vs Prop time - 2012-2013 (Correlationsb)

	
	prior education
	prop time

	Spearman's rho
	prior education
	Correlation Coefficient
	1.000
	-.146**

	
	
	Sig. (2-tailed)
	.
	.002

	
	prop time
	Correlation Coefficient
	-.146**
	1.000

	
	
	Sig. (2-tailed)
	.002
	.

	**. Correlation is significant at the 0.01 level (2-tailed).

	b. Listwise N = 464


[bookmark: _Toc345948122]Living situation 2011-2012
Tinto believed that commuting students would be less integrated compared to students who live on campus. However, due to the lack of campuses, this study will make the distinction between students who live in Amsterdam and those who do not. The latter group, which I will name the commuting students, is the biggest group (589, 73.5%) versus the 212 (26.5%) students of the group living in Amsterdam (n=801). But this study also distinguishes students who live at home and those who do not. Table 11 shows the distribution of these groups. The majority of the students live with their parents (647, 81%) and of those students only 18 % live in Amsterdam. Of all 

	Table 11. Home or not * living in Amsterdam -2011-2012 (Crosstabulation)

	
	living in Amsterdam
	Total

	
	Not Amsterdam
	Amsterdam
	

	home
	At home
	530
	117
	647

	
	Not at home
	59
	95
	154

	Total
	589
	212
	801


the students who do not live with their parents (n=154), a small majority (62%) lives in Amsterdam.
An X2 difference test was conducted for model comparison between the commuting students and those who live in Amsterdam and as table 12 shows, there is no difference between the groups (X2(18) = 20.501, p = .305).

Table 12. X2 difference test prop time & commuting – 2011-2012
	Model
	DF
	CMIN
	P
	NFI
Delta-1
	IFI
Delta-2
	RFI
rho-1
	TLI
rho2

	Structural weights
	18
	20.501
	.305
	.033
	.034
	-.026
	-.029



The path analysis however, did come up with a significant (p < .05) difference between the groups for the path between prop expected and prop time. The standardized regression weight for the commuting students was .247 and for the students who live in Amsterdam .451. This means that the students in Amsterdam, who think they need more time, do actually take more time compared to the commuting students.
The X2 difference test between the group of student who live at home and those who do not was also not significant (X2(18) = 21.323, p = .263) (table 13).

Table 13. X2 difference test prop time & living situation – 2011-2012
	Model
	DF
	CMIN
	P
	NFI
Delta-1
	IFI
Delta-2
	RFI
rho-1
	TLI
rho2

	Structural weights
	18
	21.323
	.263
	.034
	.035
	-.037
	-.042



However, the path analysis showed that the group do significantly (p < .05) differ for the path between satisfaction and proptime. The standardized regression weight for the students who live at home is negative (r = -.163) and for the students who live on their own in positive (r = .137). In other words, the group of students that live at home and who score higher on the satisfaction variable tend to take less time to finish their exams compared to the group of students who do not live with their parents.
[bookmark: _Toc345948123]Living situation 2012-2013
In the following year the distribution is quite similar (n=719). The commuting students are the biggest group as well with 80% (572) versus 20% of students who live in Amsterdam. And also the majority of the students live at home with their parents (76%, 545) and of those students12% (61) live in Amsterdam (table 14).


	Table 14. Home or not * living in Amsterdam - 2012-2013 (Crosstabulation)

	
	Living in Amsterdam
	Total

	
	Not Amsterdam
	Amsterdam
	

	home
	At home
	484
	61
	545

	
	Not a t home
	88
	86
	174

	Total
	572
	147
	719



The X2 difference test (table 15) for testing the model comparison between the commuting and non-commuting students shows that also this year the 

Table 15. X2 difference test prop time & commuting – 2012-2013
	Model
	DF
	CMIN
	P
	NFI
Delta-1
	IFI
Delta-2
	RFI
rho-1
	TLI
rho2

	Structural weights
	18
	24.480
	.140
	.060
	.064
	.006
	.007



groups do not differ, given the whole model (X2(18) = 24.480, p = .140). 
With the path analysis there was one significant (p < .05) difference between the two groups; the path between study time and  prop time. The standard regression weight for the commuting group was negative (r = -.053) and for the non-commuting students positive (r = .387). So, the commuting students benefit more from the time spent studying then the non-commuting students because the time it takes them to pass all exams is diminishing when they spent more time studying, compared to the non-commuting students.
The X2 difference test for model comparison between the student who live at home and those who do not also indicated this that the groups did not differ  (X2(18) = 15.121, p = .654) (table 16). After the individual path analysis the path

Table 16. X2 difference test prop time & living situation – 2012-2013
	Model
	DF
	CMIN
	P
	NFI
Delta-1
	IFI
Delta-2
	RFI
rho-1
	TLI
rho2

	Structural weights
	18
	15.121
	.654
	.037
	.039
	-.058
	-.070



between study time and prop time was also significant (p < .05) between these groups. The standardized regression weight for the group of students who live at home was negative (r = -.017) and for the students not living with their parents positive (r = .384). If the students who are living at home spent more time on studying, the less time they need to finish all first year exams. In contrast with the students who do not live with their parents, when they spent more time studying they also tended to need more time to pass all exams.
Conclusion
The main finding is that a simplified model for student success does fit for both years. And for the different background variables: the multi-group analysis for gender was significantly different for both years. For previous education, the model was also significantly different, but only for the year 2011-2012. However, for the majority of the background variables in both years (ethnicity, commuting and living situation), the model does not differ between the groups. Furthermore, there are some individual paths that differ as mentioned in the previous paragraphs, but not that many. 
	The next step is to adjust the model for contemporary society in which satisfaction and engagement are also shaped by communication and information exchange through social media. In my PhD-study I will further examine this relation and enrich this simplified model with new engaging components: knowledge- and peer- engagement through social media.
[bookmark: _GoBack]However, the presented model showed to be a good alternative to provide a better insight in the success of a student and to plan interventions to serve the students who are the most vulnerable. The regular evaluations could generate a few more variables and with that, being able to use this statistical analysis for improving the success of students and therefor the turnout.
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